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Abstract 

Nowadays, universities are using new technologies to improve the efficiency and effectiveness 

of learning and to assist students to enhance their academic performance. In fact, for decades, 

new ways to convey the information required to teach and support students have slowly been 

integrated into education. This development started decades ago with the popularity of e-mails 

and the Web.  

A review of relevant literature revealed that learning requires more innovative and efficient 

technologies to cope with natural learning challenges, highlighting a need for more effective 

tools to establish the interaction between humans and machines, lecturers and students. In 

addition, the covid pandemic presented additional new challenges for the 

collaboration/interaction of lecturers and students at universities. This situation led to a great 

demand for such tools. Researchers have been trying to develop such tools for decades, and 

have made good progress, but they are still in their infancy. There has been a significant 

evolution in computer hardware in the last decade, leading to advances in AI machine learning 

and Deep Learning which have made tools such as chatbots more usable. However, the 

efficiency and effectiveness of the chatbot are still insufficient to meet many educational needs. 

According to our investigation, current chatbots are mainly based on subject knowledge and 

therefore assist users with answers  which take no consideration of their personal 

circumstances, which is essential in education.  

This research aims to design a proactive chatbot framework to assist students. The new chatbot 

framework integrates students’ learning profiles and subject knowledge,  making the chatbot 

more intelligent to improve student learning and interaction more effectively. The research 

consists of two main parts. The first part seeks to determine the most effective students’ 

learning profiles on the basis of the controllable academic factors which affect their 

performance. The second part develops  a chatbot framework to which students’ learning 

profiles will be applied. Due to the different nature of these two endeavours, a hybrid 

methodology was used in this research.  

The literature on learners’ characteristics and the academic factors that affect their performance 

was reviewed in depth, and this formed the basis for developing a new PS2CLH (psychology, 



 

 

self-responsibility, sociology, communication, learning and health & wellbeing) model on 

which an individual’s web profile can be built. The PS2CLH model combines the perspectives 

of psychology, self-responsibility, sociology, communication, learning and health & wellbeing 

to build a student-controllable learning factor model. This study identifies the impact of 

students’ controllable factors on their achievement. It was found that the model was 94% 

accurate. In addition, this research raised participant students’ awareness of PS2CLH 

perspectives, which helped learners and educators to manage the factors affecting academic 

performance more effectively.  

A comprehensive investigation, including a survey, showed that the chatbot supported by AI 

technology performed better and more efficiently in various assistant situations, including 

education. However, there is still room for improvement in the effectiveness of the education 

chatbot. Therefore, the research proposes a new chatbot framework assistant which will 

integrate students’ learning profiles and develop components to improve student interaction. 

The new framework uses knowledge from the PS2CLH model AI - Deep Learning to build a 

proactive chatbot for assisting students’ learning of their academic subjects and their 

controllable factors that affects students’ performance. One of the principal novelties of the 

chatbot framework lies in the communication facilitator between student-lecturer/assistant. The 

proactive chatbot applies multimodality to the students’ learning process to retain their 

attention and explain the content in different ways using text, image, video and audio to assist 

the students and improve their learning experience effectively. Furthermore, the chatbot 

proactively suggests new controllable factors for students to work on, including related factors 

that influence their academic performance. Tests of the framework showed that  the proactive 

chatbot demonstrated better question response accuracy than the current BERT (Bidirectional 

Encoder Representations from Transformers) chatbot and presented a more effective learning 

method for students. 
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Chapter 1 Research Overview 

1.1 Introduction  

It is a continuing challenge for resource-constrained universities to assist all students in their 

academic work for the duration of their programmes. The learning process can be fraught with 

difficulties that many students find hard to overcome without assistance. Universities are not 

able to readily provide one-to-one support. This situation often means that students under-

achieve or even drop out, resulting in low-performance metrics for institutions. Education 

researchers are actively looking for effective interventions to assist students in dealing with 

their learning process. For instance, Professor John Hattie presents a range of interventions and 

the impact they have on students (Hattie, J., 2009). He points out that assisting students 

positively impacts on their performance. Indeed, the past decade has seen a proliferation of 

innovations in the design of educational interventions which aim to support a diverse range of 

requirements such as online learning, personalisation and multimodality.  

Universities have a significant role to play in ensuring a positive student experience in which 

engagement, academic success, professional development and self-evaluation are central.  This 

research studies the relationship between students’ behaviours and lifestyles and controllable 

factors which affect their performance, using Artificial Intelligence to create a forecasting 

model and identify the correlation between these factors and their corresponding essential 

attributes. The wisdom pyramid model (Rowley, J., 2007), will be used to collect students’ 

data, which will be analysed by statistical methods, data mining and deep learning algorithms 

to turn it into knowledge. This knowledge can then be used to assist students. The applied 

knowledge is thus transformed into wisdom which can proactively influence students’ learning 

experience.  

The aim of this research is to assist students by using a specific model to develop a personalised 

student’ profile, lecturer profile and assistant profile, and then a framework to facilitate their 

interaction and assist students in their subjects. Furthermore, applying multimodality to 

students’ learning process is intended to retain their attention and explain the subject content 

in different ways, i.e. using text, image, video and audio to assist students and effectively 

enhance their learning experience. Finally, this study proposes a framework for implementing 
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a readily available and student-usable tool using Natural Language Process - Deep Learning 

(NLP-DL) based on a specific model to enhance academic performance. 

This research recognises the importance of providing students with an Artificially Intelligent 

chatbot’s assistant facility. A conversational agent or chatbot is an automated facility designed 

to reduce the need for live human interaction. In commercial applications, chatbots aim to 

enhance the consumer experience by providing efficient and accurate responses to basic 

queries, thereby allowing a 24/7 response platform while at the same time reducing operational 

costs. In the past decade, the use of chatbots has increased in a range of industries. Virtual 

assistants or chatbot applications (such as Siri, Alexa, Google Now and Cortana) have been 

used in the private sector and in broad areas of the public sector such as telecommunications, 

healthcare and banking, for transactions, tourism and retail (Hoy, B., 2018).  Chatbots are also 

used in the education sector to assist and support learners in learning a foreign language by 

conversing with a chatbot,  and to enhance critical thinking (Sandu, N. & Gide, E., 2020). 

Another example is the use of a chatbot for medical students for educational purposes, to 

improve their learning (Sandu, N. & Gide, E., 2020).  

Despite the growing sophistication of chatbots, the state-of-the-art question - answer 

Transformer model for chatbots has some limitations. For instance, when we try to apply it to 

more than one page or around ten paragraphs, it decreases in accuracy and takes longer to 

answer questions and answers with long sequence of text (Bird, J., et al., 2020). It seems that 

the chatbot’s usability has not reached the level required for such tasks. In addition, there 

appear to be gaps in the assistance offered to individual students at university in terms of 

providing coherent unifying support for multiple behaviours and lifestyles. To achieve these 

goals, we start by defining the research problem. 

 

1.2 Research Problem  

In summary, the problem identified by this research is the lack of efficient, scalable and 

inexpensive ways to provide individual assistance to university students in relevant areas and 

with factors which affect their academic performance and which they can control.  

Let us go back to the root of the problem. From the moment a woman conceives, she needs 

assistance to have a healthy child. When the child is born, she needs assistance to survive and 
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thrive. As children grow, they need assistance and education from their parents, to learn how 

to develop a personality and a vision of the world. Upon entering school, they have the 

assistance and care of their teachers and their parents to learn to read and write. When the 

student arrives at university, it is assumed that he/she is prepared to continue his/her learning 

journey independently. 

This assumption that students have been prepared to continue their journey does not correspond 

to the evidence. For instance, the number of students dropping out increases dramatically when 

they arrive at college and university (Tinto, V., 1975). The constant stress they face leads them 

to spend hours in non-productive activities, which generates a great deal of frustration. In an 

attempt to cope with this, they use escape mechanisms such as the excessive use of 

entertainment, games, sex, TV, social networks and more, which may harm them mentally and 

physically, and which can all have a negative impact on their learning process (Fenta, A. & 

Kelkay, B., 2018). An example is developed countries such as Japan, South Korea and India.  

Even though these countries are among those with the highest quality of education, the high 

rate of stress and suicide among university students is extremely concerning (Huang, F., 2021). 

On the other hand, the quality of teaching in countries such as Congo, Nigeria and Angola 

needs to improve greatly. In both cases,  students are clamouring for more significant assistance 

from universities (Acholonu, I. & Njie, S., 2020). In contrast, in countries such as Finland, 

Norway and Denmark, students have additional assistance at university and at home, and 

university dropout rates are low. These are among the countries with the highest quality of 

education (Elken, M., et al., 2015). These contrasts show that students need support to continue 

their academic journey. 

Most students will need assistance and support in their academic life. Nevertheless, given that 

individuals’ circumstances are often different and that one individual’s perception and self-

awareness also differ from another individual’s, any proposed support mechanism must be able 

to deal with this variability. 

A broad range of research (Akama, E., 2017); (Hattie, J., 2009) (Akama, E., 2017; Hattie, J. 

2009) highlights numerous learning factors affecting students’ achievement. Among them, 

there are many factors outside of students’ control. Even though students are aware of those 

factors, they cannot address them. For instance, students cannot choose where they are born, 

and they may not change other people’s decisions. However, students can control learning 
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factors such as their attitude, psychology, behaviour, self-responsibility skills, and in most 

cases, their physical health. Furthermore, students are responsible for their communication and 

how they want to study and learn. With so many  controllable factors that affect student 

performance, it is difficult to individually know students’ real obstacles and difficulties. 

Despite the growth of student support at universities, the individual university student’s daily 

guidance has been an issue. It is costly, and a significant human resource effort is required to 

provide individual assistance for each student at universities. However, there is a gap in the 

literature (Akama, E., 2017) exploring how these controllable factors affect learning. 

Consequently, there is a lack of efficient and inexpensive ways to assist students on those 

controllable factors individually.   

 

1.3 Research Questions   

The research problem identified was divided into six research questions which helped us 

address it systemically, and this enabled us to develop the proposed framework and a specific 

model of the controllable factors that affect students’ performance.  

Overall research question - How can a specific model be developed to enhance academic 

performance which deals with controllable academic factors? Furthermore, how can this model 

be used within a framework for implementing a readily available student learning assistant 

tool? 

Below we expand the overall research question by presenting four questions identified in the 

problems described in the previous section that we intend to answer in the thesis. 

1. How can the impact of the assistant on the student’s academic life be investigated?  

2. How can a structure be built  to assist students at universities that combines factors 

perspectives such as Psychology, Self-responsibility, Sociology and more, and which 

incorporates  the university focus on those student-controllable learning factors which most 

affect students’ academic performance to support students in dealing with them?  

3. Is there a scalable and cost-efficient way to deal with student-controllable learning factors 

in students’ academic subjects to facilitate student - lecturer interaction at universities using 
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new technologies such as Artificial Intelligence, Natural Language Processing and Deep 

Learning?  

4. How can an application be built which incorporates an AI student learning assistant tool that 

could assist students in dealing with students-controllable factors? 

These research questions will be addressed through the aim and objectives defined below. 

 

1.4 Aims / Objectives of the study 

The aim of this study is to develop a framework for assisting students using a specific model 

to enhance academic performance. To achieve this aim, we address three main objectives:  

Objective 1:  to build a model that combines perspectives such as Psychology, Self-

responsibility and Sociology and focuses on student-controllable learning factors to assist 

students in dealing with those factors. 

Objective 2:  to research a scalable and cost-effective technology to assist university students 

using the model described above and to investigate how to assist students with their academic 

subjects and facilitate student - lecturer interaction. 

Objective 3: drawing on the first two objectives, to build an application which incorporates an 

assistant chatbot which will facilitate student-lecturer interaction and assist many individual 

students in using a model and engaging in knowledge discovery. 

We will start by investigating the literature as a basis for building a specific model to facilitate 

a student-controllable learning factor model. We will then build a methodology to find the 

correlation among the specific model factors. Next, we will develop a method to build the 

framework for designing a readily available and student-usable tool that could assist students. 

The researcher’s expectation in achieving these objectives and the aim will have the following 

significance. 
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1.5 Significance 

The world is complex and constantly changing. We face daily adversity and the 

unpredictability it brings. Humans are constantly learning. Every day we learn from our 

interactions. As emphasised at the beginning of this research, we need assistance and guidance 

to facilitate our growth and learning as human beings. 

Studies (Cummings, A. M., 2014) (Prebble, T., et al., 2004) (Shoppe, R., 2019) show that 

having individual assistance in the areas that influence their academic results has a positive 

impact on students. This goes beyond simply impacting their academic performance: guiding 

students in areas they can control will help them manage those areas, and this will be a skill 

they will use even after leaving university. We believe that in order to achieve academic success 

it is essential that students should have distinct attributes such as self-control, the ability to 

communicate their ideas, effective learning techniques and self discipline, and that they have a 

good work environment and are mentally and physically healthy and more. 

Many universities have an application that help students develop these characteristics. Having 

even more assistance in their academic subjects will give students a new perspective, making 

them more capable of dealing with the adversities of academic life. The proposed framework 

will enable the university to provide assistance to students individually from a distance at any 

time of the day. This has an even greater relevance in the current pandemic, where requiring 

social distance it is one of the numerous measures that governments have adopted.   

Building the proposed model has the following implications: university students will have a 

better understanding of the factors that affect their performance. The model will predict their 

assignment grade results, thus illuminating which variables have the most significant impact 

on their studies. Later, we will be able to see which variables should be given more attention. 

Furthermore, we can also make correlations between the variables, thus generating knowledge. 

In addition, universities will have an affordable application, and even universities in developing 

countries will be able to use the tool. The controllable factors for students will be monitored 

from the beginning of classes. Each student will have a profile that will show them the factors 

that they should prioritise. The chatbot will also serve as a facilitator for communication 

between lecturers and students, thus communicating questions relevant to the classes from 

students to the lecturers. Multimodality will enable the chatbot to shape the presentation of the 
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answer according to the nature of the question. If the students’ subject content is predominantly 

visual, the proactive chatbot (by ‘proactive’ we mean that it will anticipate and take a proactive 

action) will use multimodality to present more visual content, such as a graphic or a video.  

The Significance of the Research: 

• Dissemination of knowledge; 

• This idea proposed in this research was judged to be a Winner at Big Idea 

Challenge 2020;  

• Appearance of the researcher on Angolan National television to present the 

research. 

We now turn to the contributions of the research. 

 

1.6 Research Contributions  

In this section, we highlight this research’s contribution to knowledge. There are three main 

contributions to knowledge which have been reworked into academic papers.  

Firstly: The creation of the innovative PS2CLH model, which  combines the principal student-

controllable perspectives that affect students’ academic performance the most.  

Second: This research adds to knowledge an innovative approach  by representing in 3D the 

factors which are controllable by students,  which offers decision-makers a different way to 

manage and take decisions on factors such as stress, time management, sleep problems and 

more.  

Third: The new AI chatbot framework with innovative components creates an educational 

chatbot ecosystem, which uses knowledge from the PS2CLH model and AI - DL to build a 

proactive chatbot to assist students’ in learning their academic subjects and in controlling 

important learning factors.  
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1.7 Research Scope  

Looking at the proposed framework and the Deep Learning spectrum, we find a vast range of 

academic subjects which could be drawn on for relevant research. However, we will focus on 

automating the student’s assistant and customising it using a specific model and the AI chatbot. 

For this reason, our research will not address other features required for mass production of the 

proactive chatbot framework, such as the applications security with standards-required 

precautions, portability and scalability among others.  

The proposed framework is still in the initial stages, and it is natural at such a point to encounter 

some conceptual limitations; however, we will try to design a multimodal form of interaction 

with the student. Despite advances in AI , we still have a long way to go to before we dare 

think that AI could reach human levels of rationality level or become a technology that replaces 

human interaction. However, it is essential to pay attention to practical aspects of this project. 

1.8 Practicalities 

1.8.1 Location 

England, London at London Metropolitan University and Angola, Luanda at Universidade 

Católica de Angola, ICT laboratory. 

 

1.8.2 General requirements 

The research application will require a host server for the application, possibly an account for 

training the data and creating models for Natural Language Processing implementations such 

as predicting students’ results, creating the question-answer model, and more.    

1.8.3 Feasibility 

Outcomes could be affected by participants’ willingness to complete a survey and be involved 

in the research, which is important because these are our intended data collection tools. 

1.8.4 Achievability 

What makes this research achievable is the successful  development of proactive chatbots in 

recent years  and Deep Learning researchers’ advances in deep learning algorithms and 
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architecture and hardware capabilities. These practicalities take into consideration ethical 

issues and responsibilities. 

 

1.9 Ethical considerations 

1.9.1 Confidentiality of Student Data 

Ethical considerations are of great importance in our research. The nature of the project requires 

dealing with aspects of students’ characters which may impinge on their studies, and we must 

respect all student participants. Consequently, students will be able to withdraw from the 

project or refuse to participate at any time (Research & Enterprise Development Centre, 2014).  

Therefore, to reduce the risk of physical and mental distress arising from participating in the 

research, students will have the freedom to remain anonymous, so (in accordance with the Data 

Protection Act (DPA) 1998) their data on the server will be encrypted to ensure its  

confidentiality and privacy (Research & Enterprise Development Centre, 2014). 

1.9.2 Informed Consent  

Information and informed consent sheets will contain the following  information: 

➢ Name and contact details of the researcher 

➢ The role of the participant in the research project 

➢ The treatment of the material/information collected   

➢ The name and contact details of the participant (optional) 

➢ The aims and objectives of the research project 

➢ The potential risks to the participant 

➢ Sources of advice/help/support/treatment 

➢ Confirmation that the project has been granted ethical approval 

➢ The contact details of the RERP Chair and Clerk  

➢ The option to receive  a summary of the research findings 

➢ Confirmation that  the research is voluntary and that all participants have the right to 

withdraw at any point  
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➢ The Signature and date of the researcher and the participant 

(Ellison, G., 2013) 

 

1.9.3 Lack of regulations    

Angola does not have any clear research ethics approval framework.  

We therefore applied for a similar level of research ethics approval as that required for UK-

based research (Ellison, G., 2013). In this way, we covered the ethical facets, and the next 

section is the structure of the thesis. 

1.10 Structure of the Thesis   

This thesis includes six chapters beginning with an overview of the research that starts with the 

introduction, statement of the problem, and research questions to be addressed. This is followed 

by the aims and objectives of the study. This chapter continues by outlining the significance or 

implications of the research, followed by its limitations / constraints, as well as practical details, 

including the location in which the data was collected, costs, feasibility and achievability. It 

then continues with ethical considerations such as student confidentiality and informed consent 

sheets. 

The second chapter is a comprehensive literature review of the science behind practical 

assistants, different coaching styles and connection and individualisation – in short, all the 

fields drawn upon in developing the proposed proactive chatbot. It continues by exploring 

Artificial Intelligence, Natural Language Processing, Measurement of Text Similarity and 

Deep Learning, and then asks why are we using a chatbot to assist students. This chapter 

continues with the use of chatbots in universities, then chatbots and chatbots frameworks, and 

closes with a discussion of relevant graphics. 

The third chapter focuses on the methodologies used in this study. First, coverage of the generic 

methodologies used in this research is presented, i.e. Quantitative and Qualitative Research, 

followed by the CRISP-DM and Scrum methodologies. There is also a discussion of the 

methodology for finding the correlation among the PS2CLH model factors by predicting 

students’ academic results and the method used to build a framework designed for the proactive 

chatbot for students. 



11 

 

 

Chapter Four starts by presenting the proposed PS2CLH model, and explaining why it was 

developed. This chapter continues by discussing the literature supporting each area of the 

PS2CLH model, beginning with Psychology and Self-responsibility. It shows why those two 

areas were built and how important they are for students’ academic performance. In the next 

section, another critical area of the PS2CLH model is the fields of Sociology and 

Communication, which show the social impact on students and how important language is in 

the learning process. Lastly, it presents two essential areas: Learning and Health & wellbeing. 

The first area shows how vital learning techniques are in students’ academic life. The model 

closes with Health & well-being, where some research shows that if students practise. physical 

activities, their results are affected positively. This chapter ends with two experiments 

developed by a researcher in Angola and then describes the students’ visual 3D representation. 

The fifth chapter begins by introducing  the fundamental connection between the PS2CLH 

model and the proactive chatbot. The framework designed for the proactive chatbot for students 

is based on PS2CLH, and falls into two parts.  The first part of the proposed framework presents 

Questions/Inputs, Data Preparation and Embedding and Vector/Matrix, Text Similarity 

Measurement, the Question and Answer model and Assembly Parts. The second part of the 

proposed Framework comprises  the components: Interaction Facilitator, Profile Customiser, 

Multimodality, Rating, Suggest Factor, Knowledge Database and Profiles, and finally, the Test 

and Results. Chapter six presents an evaluation and conclusion and suggests projects for the 

future. 

1.11Summary 

This chapter presented an overview of the research and then the research problem, i.e. the lack 

of efficient, scalable and inexpensive ways to assist university students individually. Then, 

pertinent questions were posed related to creating ways of tackling the student assistance 

problem. Next,  we defined the proposed aim and objectives of the research. Then the scope 

and limitations of the research were considered, before a discussion of practical research issues 

such as location, cost, feasibility and achievability. An essential area of the research was ethical 

issues such as confidentiality, informed consent and the lack of relevant regulations 

guaranteeing data privacy in Angola. Finally, the structure of the thesis was outlined. The next 

chapter is the Literature review, in which different areas are explored for building the proposed 

model and chatbot framework. 
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Chapter 2 Literature Review 

 

2.1 Introduction 

Seeking to answer the research question, we start by laying the psychological foundations for 

the role of Assistant/Coach with one of the founders of psychoanalysis, Sigmund Freud. 

Influential Assistant/Coach philosophies from the last decades are then presented, which 

illuminate our data and strategies for assising students. To meet the researcher’s aim and 

develop a framework for student assistance using a specific model to enhance academic 

performance, the research continues by investigating different Assistance/Coaching styles. 

Then we explore learning styles, multimodality and personality types. Subsequently, we review 

the use of chatbots in universities, and briefly research the field of Artificial Intelligence; A 

brief review of Knowledge Discovery is presented at this point; The other topics covered here 

are Natural Language Processing, deep learning models and  the measurement of text 

similarity. In keeping with the chatbot’s present landscapes, we turn to the classification of 

chatbot models, namely  generative vs retrieval-based models , long vs short conversations, 

closed vs open domains and then the common challenges of building chatbots. The final part 

of the literature review presents a short overview of the Chatbot framework.  

 

2.2 Student Assistance – An Overview  

The first part of the research focuses on the educational area, the impact of the assistant on the 

student’s academic life. We investigated the science behind why a practical Assistant/Coach 

can improve a candidate’s performance, covering the topics of  Assistant/ Coach, learning style, 

multimodality, personality types, the visual, auditory, reading/writing and kinesthetic 

(VARK)system and debugging learning styles. We now turn to the use of chatbots in 

universities and why we should use a chatbot to assist students, first of all presenting the science 

behind practical assistants. 
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2.2.1 The science behind the ability of the practical Assistant/Coach to improve a 

candidate’s performance. 

Why should we need an Assistant/Coach to deal with change and improve our performance? 

Because any improvement is a challenge, and there is a neurological reason why changing bad 

habits and raising performance is challenging. According to the founder of psychoanalysis 

Sigmund Freud,  a defence mechanism in our brain is activated when it faces pain, and change 

requires doing painful things, or anything which is uncertain, scary or new. Freudian 

psychoanalytic theory states that defence mechanisms exist to protect the brain itself from 

anxiety and psychological pain, to distort reality, manipulating or denying the brain prompts  

unconscious psychological strategies (Isaksen, V. J., 2013). The moment we want to change, 

break a habit or do something hard or scary and we hesitate, the protection mechanisms are 

activated and stop us (Yousry, M., 2011). Researchers refer to these cognitive biases variously 

as ‘the paradox of choice’, ‘the psychological immune system’ or  the ‘spotlight effect’. 

(Robbins, M., 2017).  

From a programmer’s perspective, this is a sort of anti-virus program ready to be triggered at 

any hint of a suspicious situation. The assistant process is a program that teaches us to deal 

with that suspicious situation, creating a safe environment, allowing us to be the best version 

of ourselves. There are many scientifically  proven principles in modern psychology; here, 

however, we will focus on five of them.  

Principle 1 - Locus of control: Research has revealed two types of people: those Individuals 

who believe that they control their lives (internal locus of control), and those who believe life 

is just happening to them. Hence they are simply the victims of whatever might happen 

(external locus of control). It seems that people who are in control of their lives are happier, 

more prosperous and perform better. Dr Julian Rotter initially conceived the locus of control 

concept in the 1950s (Rotter, J., 1966). How do we create an internal locus of control in 

ourselves? The article "Internal Locus of Control (and Why It’s Important to Success)" by 

Brandon Hill gives some tips for developing an internal locus of control:  

1. Change your mindset, self-talk, and the story you tell yourself.  

2. Focus on what you can control in life.  

3. Be aware of your habits and build good systems. And more. (Hill. B., 2020)  
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When we act consistently in daily life, our behaviours help us to build an internal locus of 

control (Mamlin, N., et al., 2001). 

Principle 2 - Behavioural flexibility: Modern psychology has proved that our brain never 

stops creating new connections and learning new things. This  is called behavioural flexibility 

(Flexibility, Behavioural, 2012). With a practical Assistant/Coach, learners not only create 

immediate change at that moment, but also over time, as they practice it, they create new habits. 

This is what the neural pathways in our brain are designed to do, and it is how new neural 

pathways can develop. In the long term, we are creating lasting behavioural change (Rubin, G., 

2015). 

Principle 3 - Do good, be good: This is from a psychological researcher at the University of 

Virginia, Professor Timothy Wilson (Wilson, D. T., 2015). Summing up his book, he argues 

that we cannot think or plan to be happier and wait for something to happen. We should do 

something. Going back to Aristotle’s thinking, we find the same analogy. To change, we should 

do things, act and then our mind will follow. With a good Assistant/Coach’s, learners could 

create good habits (Wilson, D. T., 2015). 

Principle 4 - The golden rule of habits: Many scientists have researched habits, including Dr 

Charles Duhigg and Dr Gretchen Ruben, both of whom have written best-selling books. Most 

researchers believe that habits come from one golden rule. We can never change the things that 

trigger us, we cannot control how we might feel, but we can always choose how we react or 

behave (how we behave is a choice). The best way to stop a habit is to replace it with new 

behaviour (Duhigg, C. & Ruben, G, 2014). 

Principle 5 - Activation Energy: Professor Mihaly Csikszentmihalyi at the University of 

Chicago was a pioneer researcher, studying the state of FLOW (Csikszentmihalyi, M., 1997). 
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Figure 1 - Finding Flow – State Diagram (Csikszentmihalyi, M., 1997) 

The state of Flow is achieved when a person’s very high skills meet a significant challenge. It 

is the happiest moment of their lives, as they are doing what they love to do in dealing with the 

most complex challenges. However, they always need to take a first step in facing such a 

challenge. Dr Mihaly studied human behaviour and human performance. He called this first 

step “activation energy”, a term from chemistry.  

The initial chemical reaction requires a tremendous amount of energy. That is why it is hard 

for people to start doing what they should do (start studying hard, go to the gym and work as 

hard as they can, go to work and do their best) and it is that feeling of how hard it is to get 

started that Mihaly is talking about. The first step is the key to creating any change and reaching 

our full potential (Csikszentmihalyi, M., 2008). Assistants/Coaches tend to create this 

activation energy and make learners do what they are expected to do. 

These five proven principles have been a foundation for psychologists, coaches and personal 

assistants for decades. However, there are different methods and principles for assisting and 

guiding  people to help them improve personally, and some of the clams present better results 

than the five proven principles. After presenting those assistant/coach styles, we will contrast 

and discuss the five principles and the Assistant/Coach approaches. We now turn our attention 

to the Assistant/Coach. 

 

2.2.2 The Assistant/Coach 

To review the different assistant/coach strategies, we will present some non-scientific but 

successful Assistant/Coach approaches with proven results. Robbins argues that we are born 
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with great “potential”. Moreover, when we seize this potential, we will have everything we 

need to create a life filled with more love, passion, enthusiasm, confidence, and joy than we 

have ever dreamed. (Robbins Seminar, 2016). Conversely, Pablo Picasso thought that ‘Our 

goals can only be reached through a vehicle of a plan, in which we must fervently believe, and 

upon which we must vigorously act. There is no other route to success.’ (Richardson, J., 2008). 

Which processor vehicle a plan (roadmap) can seize this potential that was born with all of us? 

A writer and director of the OCM Group Ltd said that it is possible to harness it through a 

coaching/assistant process.  

A process of personal development is one that enables learning to happen and performance to 

improve. Dr Parsloe says; To be a successful coach requires a knowledge and understanding 

of the process and the variety of styles, skills, and techniques that are appropriate to the context 

in which the coaching occurs (Parsloe, E., 1999). Conversely, mentoring is the continuous 

following by one person (the mentor) of another (the student) which  makes substantial 

transitions in knowledge, work or thinking for an extended period (Clutterbuck , D. & 

Megginson, D., 1999). ‘Both coaching & mentoring allow people to take ownership of their 

development and release their potential’ (Connor, M. & Pokora, J., 2007). 

The principal aims of coaching/mentoring are to support people: develop their skills; improve 

their performance, maximise their potential; and help them become the person they want to be 

(Jennifer, G., 2013). With the use of an assistant/coaching growing nowadays, many 

institutions give coach training programs certified by the International Coach Federation (ICF) 

(Tugend, A., 2015). Critics perceive life coaching as the same kind of thing as psychotherapy. 

However, there are no restrictions, oversight, regulation, or established ethical policies 

(Morgan, S., 2012) There are no regulations or licensing requirements for coaches/mentors. 

Furthermore, most life assistants have no formal training or certification (O'Brien, E., 2014). 

Therefore, it is expected that future orientation and guidance from the future research 

application should be regulated and approved by experts in the field before it becomes available 

to students. However, there are different styles and types of Assistant/Coach, which we 

investigate below. 
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2.2.3 Different Assistance/Coaching Styles 

Different coaching-styles are connected. The Bible was the initial source for Jim Rown, who 

was one of the fathers of “Personal Development” and Tony Robins’ and Les Brown’s mentor. 

Tony and Les were in the list of Best Coaches in 2015 and many other years (according to 

Motivation Grid, wealthygorilla.com and many other references) (to mention that in the 

scientific world those motivation coaches do not have much credibility). Rown developed the 

principle and foundation of seminars related to personal development. Nowadays these are 

called mentorship/coaching seminars. Rown states that what we have at the moment we have 

been attracted by the person we have become. From that viewpoint, it asks a critical question: 

how can we change our lives? He states that if we change, everything will change for us. We 

do not have to change what is outside; all we must change is inside (Rohn, J., 1999). 

Robins continued with Rown’s legacy. Robins is a practising psychologist. He believes that 

the best way to improve a person’s performance is by “modelling” the best people in the desired 

field. To him this is the fastest way to become experts in that field. Look outside and model the 

inside. He believes that we all act consistently with whom we believe we are. Robbins states 

that the most potent force in all human personality is the “need to stay consistent with how we 

define ourselves”. If we define ourselves as a conservative person, we will act conservatively 

(Robbins, A., 2000). 

Psychology experts argue that there is a moment when we define ourselves and create our 

identity. Consequently, most people make decisions based on beliefs created long ago. We 

behave according to the definition of ourselves (the identity that we create to ourselves) and 

what we think we are (Robbins, A., 2000). Exploring Robins’ approach to coaching, we find 

that it is based on “Questions”, such as ‘Who are you at this moment?’ ‘Who have we decided 

to become?’ And more. Then he reframes the person’s identity and proposes that we should 

make a personal decision, and make it carefully and powerfully to change the old identity and 

then act upon it. He believes that three essential areas to change are the person’s strategy for 

creating the identity he is currently living, the story that we tell ourselves to keep that identity, 

and our emotional and physical state (Robbins, A., 2000). Robins also uses Neuro-Linguistic 

Programming (NLP). The Co-Creator of NLP is Dr Richard Bandler, an author and trainer who 

has more than 40 years experience in the coaching field.  
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He claims that all thoughts are images or pictures in our mind. Rather than look at the past, he 

focuses on the present and creates a new reality where he uses hypnotic techniques to amplify 

the consciousness and change the reality. Another way of describing his view  is that he 

mentally changes the size, colour, and previous reality. He has a similar idea on modelling, the 

systematisation of what works well, or the way people do things to improve performance. For 

Bandler, humour is a tool to make people aware of their real problems and see that the strategy 

they have taken has led to undesired results. People are willing to change their status and the 

picture they create in their minds, and he replaces them with a better view of themselves 

(Bandler, A., et al., 2014). 

In the same realm, and with more than 40 years in the coaching field, Bob Proctor has based 

his coaching style on Napoleon Hill’s book “Think and Grow Rich”, which basically sets out 

13 principles for personal growth and how to achieve any goal. He believes that peoples’ results 

are related to their paradigm (what they think, the dominant idea of their capabilities); his 

approach focuses on changing the paradigm, replacing the old idea, changing to a new level of 

vibration (Proctor Gallagher Institute, 2015). 

On the other hand, some coaches or mentors believe that the best way to improve people’s 

performance is by looking at themselves and finding the best in themselves. For instance, 

martial arts legend Bruce Lee said, “Always be yourself, express yourself, have faith in yourself, 

do not go out and look for a successful personality and duplicate it”. It seems that the fastest 

man in the world, Usain Bolt, has developed his style of running according to a former 

champion Michael Johnson, a retired American sprinter. Conversely, Vishen Lakhiani’s 

meditation expert focuses on making an outside change by changing the inside by Bend Reality. 

The idea of bending reality uses our consciousness to affect and shape our Universe (Lakhiani, 

V., 2016). The Kybalion, seems to be a mind of all Hermetic classic, it is an ancestral 

philosophy used by Mayas tribe. Use resistance to generate power. The general idea is that we 

do not have to change ourselves; instead, we use the situation and what we are to grow 

ourselves (Three Initiates, 2010). 

In the same vein, in the words of the educator Nietzsche, "No price is too high to pay for the 

privilege of owning yourself." (Nietzsche, F. W., 2014). Our instinctive and intuitive reaction 

is to avoid all pain and suffering. The technology and the ease of achieving everything have 

made us ungrateful, and we have forgotten that suffering is an integral part of life. However, 
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according to Nietzsche, it is only when we are willing to face the challenges of life that it is 

possible to grow spiritually. In 1873, when he was 29 years old, Nietzsche addressed this 

fundamental question of how we find ourselves in a beautiful essay titled "Schopenhauer as 

Educator". In this essay, he argued that “if someone wishes to be somebody in this life, to 

maximise their potential, they need to take the difficult path, which often leads to isolation.” 

(Nietzsche, F. W., 2014) 

Being a loner is not easy, but this is one of the prices someone must pay for the privilege of 

owning themselves. To keep ourselves from being overwhelmed by the tribe, we must distance 

ourselves from others. We need to strive to be free, and this might lead to severe difficulties in 

our life. We should refuse to take an easy path, and we should decide to embark on a quest to 

gain the freedom to be ourselves, no matter how frightening it might be. 

To be free means also to be free from all physiological and psychological needs - in other 

words, not to let them drive us, but for us to drive them instead. For example, whenever we 

feel an emotional urge to do something, complaining to somebody in a very passionate way, 

we must first try to become conscious of this impulse and then decide if we should act upon it 

or not. Nietzsche’s philosophy on this point is in  

some ways  similar to the ideas of many modern-day motivational gurus and ‘thought-leaders’, 

but the similarity is only on the surface. Nietzsche is more profound than motivational gurus, 

who focus on self-development to achieve worldly success and a fulfilled life on a material and 

relational level. The fight is an inner fight, the struggle is to find oneself, and this quest is a 

much more difficult mission, requiring a very different kind of sacrifice. 

For instance, a motivational guru may teach us how to be more confident to become famous 

and attract investors to our business. Yet Nietzsche teaches us first to analyse the root cause of 

our desire to be confident. Usually, we will find it is the desire to impress other people such as 

our loved ones and our friends or to prove a point about ourselves to society. A simple analysis 

might make us give up this desire and focus more on what matters in our life, i.e. much deeper 

issues such as self-discovery. Moreover, this endeavour might make us a loner. 

Refusing to compromise ourselves can very well put us in conflict with many people. It means 

changing our lifestyle. It means giving up friendships or other relationships, looking deep into 

our fears, analysing our deepest emotions, including our darkness, and rising above them. We 
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have to break down the chains of opinion and fear. Nietzsche encourages us to “challenge our 

own demons”; nevertheless, we should not simply cast them out, as beyond them there is a 

deep meaning which we should try to understand. We need to get out there in the world, do 

things, experience different temptations, and be always present with our entire consciousness. 

In the end, we emerge as individuals with a distinct strength of character and a much richer 

inner nature.  

If we do not go out and experience life first-hand in a fully aware state, we cannot claim we 

have lived our life. How far we can go depends on how much we are willing to pay for that. 

To reach the state of self-ownership and avoid going through life in a meaningless way, we 

must learn how to find our inner genius ourselves. To get in touch with our inner genius, we 

must walk a path no one has walked before, as we are unique, and no one can walk that path 

on our behalf. Finding ourselves is finding our uniqueness, that unique set of values and things 

we truly love which represent us (Nietzsche, F. W., 2014). 

Discussion: We start with the fifth psychological principle for improving performance, which 

has to do with activation energy, the enormous initial energy required to begin the 

transformation. The principle is that we have to take the first step towards change and thus 

reach our potential. The truth is that if we do not take any steps, we remain in the same place. 

However, if we take steps in the wrong direction, we will certainly not reach our goal. However, 

we often learn from the experience of going in the wrong direction, even though it sometimes 

takes us a long time to realise that we have taken the wrong step. In this case, the external 

guidance of an assistant who knows the best way to achieve the desired result will make all the 

difference, thus helping to minimise the learning time. However, a person has to take the first 

step if he wants to improve his performance.  

Along the way to reaching our goals, there will always be external triggers and events, 

according to the fourth principle. We cannot change the trigger, but we can always choose how 

we react to the trigger. The best way to change a habit is to replace it with a new habit, but this 

is a complex and slow process. In some cases, if we do not have the ability to change to a new 

habit which brings us closer to our goals, we will end up creating habits that we find most 

comfortable for us, in which case orientation to a better habit and the experience of outside 

assistance can be a significant factor. The third principle is similar to the fifth principle, which 

says that to change, we must act. After making the plan, we must act to make it happen. 
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The second principle is about behavioural flexibility. Our brain does not stop learning new 

things, but on the contrary always creates new connections. Indeed, the capacity for learning 

and the speed with which we learn decrease with the ageing of cells, especially as there are 

certain things that we only learn when we are children- for example, to distinguish  acoustic 

tones from musical notes. Another example is that dyslexia can be treated in children, but adult 

brains no longer relearn to the point of curing this learning disability. 

Finally, according to the first principle, research has revealed two types of people: those with 

an internal locus of control and those with an external locus of control. Given these two types, 

the principle emphasises that we should focus on having control of our lives rather than being 

guided by events beyond our control. The next section will show that different 

assistant/coaching-styles are reflected in the two categories mentioned above. Some have as 

their methodology a focus on internal control and others on external control, such as modelling 

an expert in the field to reduce learning time, avoid predictable errors, and apply proven and 

effective techniques to obtain the expected result. In this case, people with an external control 

focus tend to have better results than those with an internal control focus. Nevertheless, the real 

change comes from the inside. According to many experts in personal development, many of 

the techniques with external references and short paths do not have very long-lasting effects 

because when we stop being externally influenced, we return to what we are internally.  
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Figure 2 summarises the key features of two coaching styles, the external approach and the 

inner self approach. These two approaches will support our understanding of how we can assist 

students.   

Discussion: Rather than discarding one approach and exclusively using the other, we believe 

that both forms of assistance or coaching - looking inside or externally - can be helpful 

depending on the student and their circumstances. For example, the academic year is short, and 

we do not have enough time for the student to be guided using only internal control focus 

strategies. In addition, many students have insufficient focuses on internal control. Therefore, 

we believe a hybrid strategy should be used, in which students are assisted according to their 

personality. The next section presents learning styles, multimodality and personality types. 

 

2.2.4 Learning style, Multimodality and Personality Types 

The classic view of learning is that there are four main learning stages: attention, encoding, 

storage and retrieval (Hoose, N., 2021). 

 

 

 

Figure 3 - Four main learning stages 

Figure 3 above shows the four main learning stages, starting with capturing the attention or 

focus of the student, then giving a meaning to the message by encoding it as information, and 

then storing or memorising the information and finally retrieving the saved information. This 

is a process, and during the learning process we do not want to tune out the content we are 

learning, but to remember it. This process is often compared to the way a computer works. 

When we are type a Word document or create a PowerPoint presentation, we put all the relevant 

information in it and save it. We can store it because we do not want every single document on 

our computer open all the time. Therefore, we close things down and file them away. 

However, when we need the document again, we can open it up on the computer and refer to 

it. Our memory works in the same way. We have to encode ideas and information: we want 
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store them away because we do not always think about everything. However, we want to be 

able to recall them again when we need them (Hoose, N., 2021). 

What Do We Mean by “Learning Styles”? Cognitive aptitudes such as using visual-spatial 

stimuli and/or language processing can be strengths or weaknesses of specific individuals. For 

instance, student A may prefer listening to a lecture, whereas student B prefers reading an 

article related to the subject. This is based on the “learning styles” theory which suggests that 

teaching students in a style that conforms to their preferences improves their learning 

capabilities. Different learning styles have been categorised on the basis of student self-

reports/questionnaires (The University of Kansas, 2021). 

Howard Gardner from Harvard University suggests that there are seven styles of learning. 

Cognitive research studies the extent to which people with dissimilar minds learn, recall, 

perform, and comprehend in different ways (Gardner, H., 1983). He claims that “Everyone is 

capable of perceiving the world through logical-mathematical analysis, musical thinking, 

language, spatial representation, and the use of the body to make things or to solve problems, 

an understanding of other individuals, and an understanding of ourselves.” (Gardner, H., 

1983). 

Gardner’s studies help us understand different learning styles, namely visual, aural, verbal, 

physical, logical, social and solitary.  

 

VARK Learning Styles: It has been found that the most common learning styles used in schools 

by students, classified as the VARK system, are Visual, Auditory, Reading/Writing and 

Kinesthetic styles (Cuevas, J., 2015). Firstly, students are asked 25 multiple-choice questions 

that range from how they enjoy their lecturers. Then their sense of direction is tested by 

determining how they give directions to a neighbour’s house (e.g. saying them aloud, writing 

directions, drawing a map or walking with the person) (Cuevas, J., 2015). The system then 

identifies them as Visual, Auditory, Read-write, and/or Kinesthetic learners and recommends 

specific learning strategies based on their answers (The University of Kansas, 2021). 

A survey conducted in the UK and the Netherlands of almost 400 lecturers found that over 90% 

of them strongly believed that when receiving information in their preferred learning style 

individuals tend to learn better (Prof Sims, J., 2019). Although this brief study may offer some 
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insights for lecturers, it should not be seen as definitive to avoid categorising students to reflect 

“desired learning styles” and thus running the risk of simplifying the complex issue of how to 

teach and learn and thus disadvantaging students.  

 

Debugging Learning Styles: Learning styles are a preference - so how strongly do learners 

stick to their preferences? In a 2018 study, over 400 students at a university in Indiana 

completed the VARK questionnaire during the first week of the semester and were classified 

according to their learning style. When the semester finished, the same students completed a 

study strategy questionnaire to determine how they had studied during the term. It was found 

that there were significant discrepancies between the study strategies used by students and their 

learning style in most cases. Only a minority of the students did not perform significantly 

differently on the assessments in the course (May, C., 2018). Previous research has also shown 

that learning styles have made no difference to  students’ performances. 

Discussion: Neil Fleming, a school inspector in New Zealand, created the VARK model. 

Describing the origins of VARK, he explained that while observing different lectures in class, 

he had found that an excellent lecture could not reach some learners while poor lectures could 

indeed reach them. While trying to solve this puzzle he found many reasons, but one topic 

stands out, - Preferred modes of learning, or ‘modal preferences’ (Khazan, O., 2018) This led 

to the development of VARK. No study has revealed that students naturally cluster into four 

distinct groups, but there seems to be some magic that might explain why some lecturers can 

reach students while others cannot. How can this be? Suppose we accept that some people are 

more skilled at interpreting and remembering certain stimuli than others, such as visual or 

auditory. Why do we see no differences in learning or recall with different presentations? It is 

because what we want people to recall is not the precise nature of the images or the pitch or 

quality of the sound, but the meaning behind the presentations. Some tasks obviously require 

the use of a particular modality. Learning about music, for example, should have an auditory 

component. 

Furthermore, some people will have a greater aptitude for learning one task than another. 

Someone with perfect pitch, for example, will be better able to recall certain tones in music. 

Someone with excellent visual-spatial reasoning will be better at learning the locations of 

countries on a map. Nevertheless, learning style theories claim that these preferences will be 
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consistent across learning domains – for example that the person with perfect pitch should learn 

everything better auditorily. Yet that is not the case. Most people will learn geography better 

with a map. Articles which review learning styles consistently conclude that there is no credible 

evidence that learning styles actually exist. 

In a 2009 review, the researchers noted that even though the learning styles approach has gained 

immense popularity within the education environment, any practical ability to classify 

students’ learning styles remains to be demonstrated (Khazan, O., 2018). 

 

Multimodality: It has been demonstrated that multimodality applied to students’ learning 

process does have practical utility. ‘Multimodality’ refers to the idea that more than one 

semiotic mode, such as all forms of verbal, nonverbal, and contextual communication, can be 

effectively used in communication, meaning-making, general representation  or specific 

situations (Bouissac, P., 2007). 

Multimodality and synaesthesia are synonymous for Bill Cope and Mary Kalantzis at the 

Illinois College of Education. They observe that when children are born into the world, they 

touch, make noises, draw and feel, and become more human as they grow. They use 

synaesthetic ways of learning and understanding. Once we put them into a learning 

environment, however, the mission of the traditional school from kindergarten through to 

university is as far as possible to strip out as much as possible the touching, the noise and the 

interrupting when they are not being asked to speak. All those things involved in making 

meaning are stripped out in favour of alphabetical literacy through to the top. What counts is 

the essay, the quiz. It is what we can write in alpha, in some symbolic form, that is highly 

valued as evidence, as the artefact of our knowledge. 

Educational institutions acknowledge that traditional aspects of classroom education are 

changing under the influence of multimodality in the 21st century. The rise of digital and 

internet literacy has brought new modes of communication into the classroom, from visual 

texts to digital e-books. However, rather than replacing traditional literacy values, 

multimodality has introduced new ways to communicate and increased literacy for educational 

communities. Miller and McVee, authors of Multimodal Composing in Classrooms, argue that 

instead of replacing traditional literacies with these new literacies, they should be integrated 
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into the system since students still need to know the basics, such as how to read and write 

(Miller, Suzanne M. & McVee, Mary B, 2013).  

 

Figure 4 - Impact of multimodal learning ( Metiri Group, 2008) 

Figure 4 shows that multimodal videos effectively improve student performance for both basic 

and advanced skills and in interactive and non-interactive environments. However, they are 

most effective when used to present complex material in an interactive environment. 

Discussion: Instead of showing pictures according to student learning styles, we should choose  

pictures if that is the best way to explain that content. For instance, if the question has to do 

with geographical location, it is best to show a map. On the other hand, if a student prefers to 

listen to the answer, he/she should be able to choose this option. Using a proactive chatbot and 

applying multimodality to students’ learning process can hold students’ attention and explain 

the content in different ways, using text, image, video and audio to help students and improve 

their learning experience effectively. 

Personalities types: Carl Jung presented the theory of psychological types, which has the same 

purpose of categorising people according to their different functions and attitudes of 

consciousness (Jung, C. G., et al., 2014). 

16 distinct personalities are the result of permutations of the four dichotomies below. These 

are categorised by their preference for  wide-ranging behaviours and three areas of preferences 

and dichotomies as follows: Extroverted (E) vs. Introverted (I); Sensing (S) vs. Intuition (N); 

Thinking (T) vs. Feeling (F). Dr Isabel B. Myers further developed Jung’s work, and added 

one more field as a fourth pair, namely Judging (J) vs. Perceiving (P) (Briggs, M., 1980).  
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Although it is not the focus of this research, we intend to build the proposed chatbot framework 

on the basis of Jung’s personality types. To start with, , it is necessary to research the use of 

chatbots in universities. 

 

2.2.5 The use of chatbots in Universities 

Universities’ traditional approach to handling students’ frequently asked questions is a physical 

help desk, welcoming visitors and assisting students, or a mailbox and a website. Dealing with 

the number questions received each day requires dedicated staff (Memon, A. R., et al., 2015). 

Moreover, to get updates and real-time information, students need to go to the University. E-

mails can tackle the distance issue in many cases, and are a frequently used tool to interact with 

students. It is efficient to send a single communication to many students. However, E-mails are 

slow, and ineffective for dealing with single requests, as was shown during the pandemic. The 

asynchronicity of e-mail interaction can lead to an unsatisfactory experience. Research shows 

that chatbots take advantage of positive benefits of the academic environment ecosystem for 

students, lecturers and employees. As a result, using a chatbot can be a valuable and effective 

solution for students due to its conversational synchronicity. It can also reduce University 

expenses and the workload of staff. 

Usually, chatbots carry out two functions in an academic environment, namely dealing with 

specific area tasks or questions-answers (ICX Association blog, 2016). For example, a 

questions-answers chatbot application can be used to involve students in Computer Science 

topics (Benotti, L., et al., 2014).  These chatbots are task-oriented, as the issues they try to 

tackle are related to specific problems. 

University chatbot assistants usually provide generic information, for example about courses, 

admissions and the University’s facilities. The information usually offered by chatbots is about 

University facilities, upcoming events and academic matters (Ranoliya, B. R., et al., 2017). 

Over the course of the academic year, the chatbot will present different types of information. 

During the application process, a bot could help students with enrolment and payment of their 

fees. The objective is for students to retrieve information without browsing several web pages 

searching for answers to frequently asked questions. Often, users find it challenging to locate 

relevant information quickly (Ghose, S. & Barua, J., 2013).  The proposed framework chatbot 
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belongs to the “virtual assistant” category. The goal is to assist students with their academic 

subject and with the daily academic problems (Psychology, Self-responsibility, Sociology, 

Communication, Learning and Health & wellbeing - PS2CLH model ) that affect their 

performance, such as time management, setting and achieving goals, stress, and sleep 

problems. The chatbot is available 24 hours a day to answer students’ questions and proactively 

suggest areas to improve. 

Furthermore, the proposed chatbot also aims to create a “human-like” connection when it 

interacts with the student. A chatbot allows students to retrieve valuable information in more 

natural ways. It is not only a recommendation to the first steps to enhance the University 

communication environment, but also a significant source of help during the entire academic 

year (Morshed, J., 2016). So why should we use a chatbot to assist students during their entire 

academic year? Below we try to answer this question. 

2.2.6 Why should we use an AI chatbot to assist students? 

The word ‘chatbot’ is used throughout this dissertation to signify an Artificial Intelligent (AI) 

chatbot. A critical question must be asked: why is it needed in this context? It assists a 

university’s students in relation to their controllable factors and their academic subjects, with 

the  aim of improving their learning experience by suggesting  scalable and cost-effective 

solutions. But is an alternative available? If the answer to this last question is ‘no’, then a 

chatbot is a natural choice.  

Looking at possible ways to assist students at universities, we can see the following methods: 

creating a student assistance department, providing assistance via e-mail or post, using the 

university website, using an external company to provide assistance for students, developing 

an intelligent tutoring system or providing a one-to-one personal assistant – i.e. a chatbot.  

In relation to the aims of this research, using e-mail, post, a website or an assistance department 

with a few assistants would not be a practical way of individually assisting students in relation 

to the controllable academic factors that affect their results and assisting students in their 

academic subjects. Similarly, using one-to-one personal assistants would require a considerable 

staff increase and would be an expensive solution. Therefore, from our list of possible 

solutions, the chatbot is the option that best meets the requirements. 
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A systematic review of chatbot applications in education was carried out by Chinedu Okonkwo 

and Ade-Ibijola in 2021 (Okonkwo, C. W. & Ade-Ibijola, A., 2021). They found that chatbots 

are used in the education system to improve students’ interaction skills and assist teaching 

personnel through automation (Dsouza, R., et al., 2019). Chatbots can also be used in education 

to increase efficiency and connectivity and reduce uncertainty when students interact with the 

system (Ondas, S., et al., 2019). They can thus function as a personalised, focused and result-

oriented online learning platform (Cunningham-Nelson, S., et al., 2019), which is precisely 

what today’s educational institutions require. 

According to (Rapp, A., et al., 2021) , the design of a chatbot should not be evaluated solely 

on the basis of its ability, utility and effectiveness. (Paschoal, L. N., et al., 2018) come to 

similar conclusions,  suggesting that the process for evaluating a chatbot is often based on a 

small and insignificant data sample to determine its effectiveness. 

One of the first systematic reviews of the effectiveness of chatbots during COVID-19 was 

conducted by Biplav Srivastava at the  AI Institute, University of South Carolina (Srivastava, 

B., 2021). Srivastava observed minimal chatbot use during COVID-19, and asked if chatbots 

had missed their “Apollo Moment”.  

The report observes that most chatbots dealt with simple scenarios and there were questions 

about usability, effectiveness and handling user privacy. It found that the critical value of 

developing a chatbot is that its success derives not just from the specific technology developed 

but rather the ecosystem that makes it safely available to people (Ho, C. C., et al., 2018). 

Advisory interactions in education are another crucial area in which chatbot technology has 

been applied. Analyses indicate that chatbots are being used to help students make vital 

decisions on their various academic programmes or activities by providing recommendations 

on academic matters. (Ho, C. C., et al., 2018); (Ismail, M. & Ade-Ibijola, A., 2019); (D'Silva, 

G., et al., 2020) built a Chatbot with the intention of helping individuals gain a better 

understanding of themselves as well as employment trends, allowing them to make more 

informed career and education selections. 

At the moment, a chatbot is perceived as a valuable tool in educational settings to deliver an 

engaging experience to students (Clarizia, F., et al., 2018); (Hobert, S., 2019); (Sandu, N. & 

Gide, E., 2019). 
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Artificially intelligent chatbots simplify students’ learning process by making it more 

engaging, short and sharp and attention-grabbing and assisting lecturers by supporting their 

teaching. Additionally, chatbots can also help to reduce the workload of administrative staff 

(Khan, A., 2020). 

When someone develops a chatbot, a key question is why it is needed in preference to any 

available alternative with the aim of improving students’ learning experience, this research 

creates a scalable and cost-effective solution to assist students in developing and developed 

countries. That is why we are considering the AI-related approach for chatbots, as it could 

retain students’ attention and effectively assist students and improve their learning experience. 

In the next section, we will investigate Artificial Intelligence, Natural Language Processing, 

Deep Learning and Chatbots. 

 

2.3 Artificial Intelligence, Natural Language Processing, Deep Learning and 

Chatbots 

In this section, we will investigate the technology behind the proposed framework. Starting 

with a short history of Artificial Intelligence, a brief review of Knowledge Discovery, Natural 

Language Processing, Deep Learning and Measurement of Text Similarity, we will investigate 

text distance, representation and text matching. This will be followed by a discussion of chatbot 

research which will focus on the classification of models, namely Generative vs Retrieval-

Based Models, Long vs Short Conversations, Closed vs Open Domain, common challenges in 

building chatbots and a brief overview of chatbot frameworks: The section will close with a 

broad overview of the proactive chatbot framework. 

2.3.1 Artificial Intelligence 

The world has awakened to Artificial Intelligence. Scientists define Artificial Intelligence as 

the ability of a machine to replicate human behaviour or functions related to the human mind. 

A machine which has this ability is an intelligent machine (Russell, J. & Norvig, P., 2009). 

The differences between Artificial Intelligence, Machine Learning and Deep Learning can be 

seen as follow: Machine Learning is seen as a technique aimed at achieving artificial 

intelligence. Deep Learning is a sub-area of Machine Learning. Machine Learning involves 

learning from data and experience. As a subarea, Deep Learning was inspired by the human 
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brain’s functionality which is based on connections between neurons. At present, Deep 

Learning produces the best results in Natural Language Processing. 

  

 

 

 

 

 

 

 

Figure 5 - Deep learning subset of Machine Learning 

Vannevar Bush’s seminar “As We May Think” began to research the possibility of a machine 

being able to think like a human (Bush, F., 1945). The first time the term Artificial Intelligence 

was used was in 1956 by John McCarthy in his first academic lecture on AI (McCarthy, J., 

1959). The system proposed by Bush was concerned with the amplification and exploitation of 

human knowledge. Five years later, Alan Turing wrote a paper that saw the machine as capable 

of replicate the human behaviour (Turing, A., 1950). In the summer of 1956, a group of 

researchers in Computer Science, Mathematics and Linguistics got together to develop a 

research programme. Their vision was to develop self-learning systems, which could solve 

tasks that require human intelligence. In this research, they used the term “Artificial 

Intelligence”. 

The primary AI program demonstrated mathematical theorems. Programming for symbolic 

computing structures appeared soon after. In the 1960s, AI pioneers were dreaming about the 

super machine of the future, envisioning the creation of an all-purpose problem solver 

(McCorduck, P., 2004). The world’s first autonomous robot Shakey, which executed simple 

tasks in the laboratory, was created by researchers investigating machine language. Then 

Joseph Weizenbaum developed the first known chatbot, Eliza (McCorduck, P., 2004). Eliza  

could chat in such a realistic way that users at times were led to think they were chatting with 

a person rather than a Natural Language Processing computer program although ELIZA had 

no consciousness of what she was talking about. The process was about replacing or repeating 
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what they said and rephrasing her response using some grammar rules. Eliza mimics a 

psychotherapist’s response to a patient during a consultation. Although those interactions were 

deemed realistic and the future of the field was promising, the real world was far more complex 

than the issues they had tried to tackle (McCorduck, P., 2004). Early enthusiasm declined 

significantly in an ‘AI winter’, during which research funding was withdrawn (McCorduck, P., 

2004). 

In the 1970s, scientists wondered whether AI systems would become autonomous or would 

only simulate behaviour. However, the focus on practical problems changed in the 80s, when 

the first expert system mixed expert knowledge from specific disciplines to carry out medical 

diagnoses and other more practical tasks. For example, passengers could request ticket 

purchase information from chatbots via telephone (Schuchmann, S., 2019). The significant AI 

breakthrough came only in 1997 when grandmaster Gary Kasparov lost against a robot in a 

chess match. That was a case of a real expert system demonstrating superiority over a human 

(Schuchmann, S., 2019). Then, as the amount of data increased, the adaptability and autonomy 

of service robots increased That was the birth of self-learning systems (Schuchmann, S., 2019).  

2010 marked a turning point in AI applications, and the world embraced it. The growth of 

computing power and storage capacity played a crucial role. In parallel, there was an 

improvement in the methodology of Machine Learning; with the development of the Long 

Short-Term Memory (LSTM) model, for example, which is considered a fundamental element 

of speech recognition. Other developments contributed to the popularisation of AI, such as the 

internet, industrial sensors and social media producing vast volumes of data (Research Blog, 

2016). As a result, renowned applications demonstrated improved performance, such as 

Watson, who won the US quiz Jeopardy against a world champion. In addition, applications 

like the Smart Assistance question-answering chatbot was able to schedule meetings, 

equipment in intelligent houses  responded to voice commands,  and the latest Alpha Go beat 

a master in Go, a board game (Research Blog, 2016). 

Discussion: Are we trying to replace human assistance with an AI chatbot? This  may be a 

basic topic of discussion for the scientific community in developed countries, but 

unfortunately, this question is still taboo in underdeveloped countries like Angola. For 

example, the first and only scientific paper by Angolan students related to the use of AI in 

Education was published in 2019 as part of the current research. This example demonstrates 
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that it is necessary to rectify the frightening images of AI produced for example by Hollywood, 

which for years shows AI as more intelligent than humans and taking on a life of its own. 

It is essential to mention that the intention is to assist thousands of students simultaneously and 

proactively, that is, anticipating the problem by acting before the problem has escalated and 

affects the student’s academic performance. Achieving this means that universities have to 

know the controllable factors that most affect their students at the beginning of the academic 

year, and this would be costly We therefore use Artificial Intelligence to create a forecast model 

and find the correlation between the factors and their corresponding essential attributes, which 

is what we intend to do this research. We believe that Artificial Intelligence is one more 

complementary Intelligence Replica, an extension and interpretation of the knowledge and data 

obtained by natural Intelligence. Below we present a brief view of Knowledge discovery. 

2.3.2 A brief view of Knowledge Discovery 

A proactive Chatbot seeks to develop an appropriate environment to gather personal knowledge 

from our students. Gregory Piateski defines Knowledge Discovery in Databases (KDD) as the 

procedure for finding knowledge from data (Piateski, G. & Frawley, W., 1991). KDD is a 

combination of technologies for data management such as machine learning, data warehousing 

and big database. This technology allows the global development of learning valuable 

knowledge from big data, in which data mining technology is one step in the process (De 

Martino et al., 2002). 

 

 

 

 

 

 

 

 

 

 

 

The principal issue addressed by KDD is related to the initial mapping of data into higher-

levels or more abstract and related data. According to Fayyad, KDD focuses on the extensive 

picture process, including data collection and access, scalability and efficiency, how results 

Figure 6 - Steps That Constitute the KDD Process (De Martino et al., 2002) 
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can be interpreted and visualised, and how the overall man-machine interaction can usefully 

be modelled and supported (Fayyad, U., et al., 1996.).  In the next section we explore Natural 

Language Processing in greater depth. 

 

2.3.3 Natural Language Processing 

Artificial Intelligence has many fields, including Natural Language Processing (NLP), which 

focuses on communication between computers and human languages. NLP faces challenges, 

including empowering computers to discover knowledge from people or natural language 

input, understanding natural language, and natural language generation (McCorduck, P., 2004). 

Humans have always been able to communicate with each other through a common language, 

and despite communications barriers, humans still understand each other.  

In contrast, the computer has a machine language known as ‘code’. Since humans have to write 

all this code manually, it makes the language extremely limited in vocabulary and severely 

restricted. For instance, if a programmer makes a minor spelling or syntax error, the program 

will crash, and the problem will not be solved. Old NLP systems cannot understand the context 

that words are in. But understanding a word all boils down to understanding the words around 

it, because a word by itself does not have much significance – it all depends on the context. For 

this reason, older AI systems could not make sense of the data, and ultimately produced lower 

performances.  

However, given how powerful computers are in terms of memory and speed, imagine how 

more useful they could become if there were some ways to understand and process our 

language instead of only incomprehensible 1s and 0s. The good news is that there is no need 

to daydream about this anymore because, with Natural Language Processing, this is the new 

reality. With NLP, new doors open. People can now analyse the heaps of unstructured data 

within minutes. Smart assistants such as Siri, Alexa and Meena can understand our words and 

context clues to improve our lives. Google can predict results as we start typing something into 

the search bar, and look at the whole picture and recognise more than just the words we type. 

Our phones and computers can predict what we will type, finish our sentences and suggest 

relevant words. NLP can solve more significant problems, such as crimes and even diseases, 

by identifying clues and patterns in emails and written reports (Ameisen, E., 2018).  
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Parts of speech, such as nouns and  verb phrases, articles, and others, offer Natural Language 

Processing the power to comprehend the context. For instance, in the sentence “The man leaves 

the bank”, a computer can understand that the main subject of this sentence is the man, and 

what he is doing is leaving a place, which is a bank. However, an older computer might have 

been confused as to whether the word LEAVES refers to the act of exiting a place or the plural 

of the word ‘leaf’, as well as whether the word BANK refers to a building that stores money or 

the land next to a river. A computer powered by NLP will see that LEAVES in this context has 

to be a verb and not a noun. As a result of analysing hundreds of sentences and different word 

patterns, it can work out that it is far more uncommon for a person to claim that they are leaving 

a bank of a river than it is to say leaving a bank that stores money. Therefore, it must be this 

bank (Devlin, J., et al., 2019). 

Furthermore, it is not only part-of-speech tagging and chunking that allow NLP to uncover the 

meaning of a person’s words. Other techniques can broadly be classified into two categories: 

syntax and semantics. Syntax and semantics are the two basic categories that other approaches 

fall into. These words, their parts of speech, and their arrangement in the sentence provide the 

computer with information and context about the meaning of the sentence. However, how does 

the computer know the parts of speech, and how can it figure all this out even if it knows the 

parts of speech? This is where the power of today’s society comes in, and specifically the power 

of the big data available in today’s world (Devlin, J., et al., 2019).  

A programmer can gather up all sorts of words, phrases, sentences, grammatical rules, and 

word structures and input this all into a Machine Learning algorithm. Using all this information, 

this algorithm can learn what words usually end up next to each other, how a sentence should 

be formed, why certain words fit into a sentence better than others, and more. Furthermore, this 

is precisely how a computer will eventually figure out why one meaning of the word ‘leaves’ 

make more sense than another in that sentence. Moreover, data is collected for NLP algorithms 

every day.  

In our research, we will certainly need to process the students’ questions in order to answer 

them, and as a result we need to explore syntax and semantics, the broad categories under which 

NLP’s techniques fall. Therefore, we present different techniques used to deal with syntax and 

semantics in NLP, starting with tokenisation, which  falls into two categories, namely sentence 

tokenisation and word tokenisation. Sentence tokenisation separates a paragraph into distinct 
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sentences, and word tokenisation separates a sentence into distinct words. This allows the 

computer to learn the potential meanings and purpose of each word. Following this, we have 

stemming. Stemming is the process of reducing a word to its root or stem. It does this by 

chopping off universal prefixes and suffixes such as -es, -s, -ing and -ed. Stemming is a 

powerful technique, but it involves crude chopping based solely on common prefixes and 

suffixes, and this sometimes  cuts necessary components off a root and changes the original 

word’s meaning (Devlin, J., et al., 2019).  Lemmatisation on the other hand reduces a word to 

its root form by analysing it. Let us take a look at what this means. For example, we have the 

words ‘am’, ‘are’, and ‘is’, the root form for these words is ‘be’, which can be seen through 

lemmatisation. 

Stemming would not have been able to work this out, as chopping any letters off of these words 

would not have outputted ‘be’. Now for semantics. Hence, Named Entity Recognition allows 

the machine to categorise specific words in a sentence (Devlin, J., et al., 2019). 

To summarise, Natural Language Processing provides the necessary mechanisms for machines 

to get human inputs, transform them into machine language, and then process them and respond 

to us. As we have seen, it uses a variety of techniques to accomplish this: part-of-speech 

tagging, tokenisation, stemming, lemmatisation, named entity recognition, and natural 

language generation. As a result, NLP allows computers to comprehend the context and 

meaning of our words. One of the techniques to allow machines to understand a conversation 

is deep learning (Devlin, J., et al., 2019). 

Discussion: Despite significant advances in Natural Language Processing, where the 

interaction through language between humans and machines seems more like a conversation 

between humans, we still have many challenges in NLP, all because of the complexity that the 

language presents. As humans, we have always been able to breeze past differences or errors 

in speech, such as mispronunciations, different accents, different contexts, homophones, slang 

expression, slurs, and more. All differences aside, we can still understand each other perfectly. 

Thus, we can say that the machine has not yet replaced human interaction in specific domains 

where a high degree of understanding is needed for communication to be permanent and 

continuous. 

Natural Language Processing has been growing thanks to new technologies such as Deep 

Learning. Below we present the basics of Deep Learning. 
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2.3.4 Deep Learning 

Deep Learning was born from Machine learning, or more specifically, from deep neural 

networks, where the architecture is fully connected, comprising an Input layer, one or many 

Hidden layers and an Output layer. Key elements in building the pro-active chatbot are the 

application of error backpropagation to minimise the error between the desired outcome and 

the actual outcome, and drawing on ‘Neural Networks and Deep Learning’ (Goodfellow et al, 

2017).  

Nowadays, chatbots behave  in a more human-like way, and the most relevant cause of this 

evolution in chatbot behaviour is the growth in Artificial Intelligence, and  specifically, the 

way models have developed in terms of Natural Language Processing. A chatbot can 

understand the context of a conversation context with the help of a well-trained Deep Learning 

model. Moreover, with enough data is possible to distinguish different users’ personalities 

using classification models (Guess, A., 2011).   

Below, we present a short overview of Deep Learning models in recent years.  

To train a model, what is required is a group of organised words or data, which is known as a 

document. The computer only understands numbers, so we must convert the document into a 

sequence of numbers, or vector and matrix. It is a challenge to represent the document as a 

fixed-size vector. The problem is that the documents are variable in length. Therefore, we must 

come up in some way, and represent it in a size vector. The traditional way of doing this is by 

using Bag of words models (Sivic, J., 2009), so that we have one dimension per unique word 

in the vocabulary. 

However, the English language has approximately 100.000 words in its vocabulary. The 

problem is that this vector will have almost all values as zero, since most words will not be 

present in one document. This scenario leads to Sparse data (Wang, et al., 2014) which it does 

not store the zeros.  

In a document, sequence matters: for instance “work to live” is very different from “live to 

work” so these two documents have a different meaning, but a Bag of words model will score 

them identically because they have the same vector for words present. The solution in this 
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context is N-grams (Jurafsky, D. & Martin, H., 2020), Dimensionality V^N. The response lies 

in maximising exponentially the vector representation, which generates other problems. The 

natural way to resolve this issue is by using Recurrent Natural Network (RNN) models 

(Pascanu, et al., 2014). These  use a for-loop in maths that recursively defines the output at any 

stage as a function of the input of the previous stages of  the previous output. The problem with 

RNN is the vanishing and exploding gradients. Using matrix multiplication creates a high 

number of exponents in linear algebra, generating high results and leading to exploding 

gradients. On the other hand, if the exponent is negative, the results tend to zero, leading to 

vanishing gradients (Pascanu, et al., 2014). 

The evolution of RNN was Long Shorth-Term memory LSTM (Informatik, F., et al., 1997) 

models. This is a form of RNN, but has more sophisticated cells, two hidden states, and was 

invented in 1997 at a time regarded as the dark ages of AI. In order to tackle the vanishing 

gradient problem in backpropagation, LSTMs apply a gating mechanism which controls the 

memorising process. This allows information in LSTMs to be stored, written or read via gates 

that open and close, which solves the vanishing gradients problems (TimesMojo, 2022) . 

The Transformers model performed better than previous models. It was first described in 2017 

in the famous paper “Attention is all you need” (Vaswani, A., et al., 2017). Transformers use 

Encoder & Decoder. However, for supervised learning problems, we only need Encoder. The 

main components of a Transformer Encoder model are the input embedding, positional 

Encoder, multi-head attention, Add & Norm and feed-forward. One of the main components is 

the Attention Mechanism, which has an all-to-all comparison, in which each layer is O(N^2) 

for the sequence of length N, and every output is a weighted sum of every input. The weighting 

is a learned function. Thanks to the evolution of GPUs, All-to-all comparisons can be made 

fully parallel. This comparison allows computing parallelism.  

The main difference between this and the old models is that RNN/LSTM must be computed in 

serial per token, meaning that we cannot do anything with token eleven until we have 

completely finished with token ten. That is the crucial advantage of transformers. They are 

much more computation-efficient. In 2020 Nikita Kitaev, Łukasz Kaiser and Anselm Levskaya 

published the Reformer: The Efficient Transformer (Kitaev, N., et al., 2020). They introduced 

two techniques to improve the efficiency of Transformers .Firstly, they replace dot-product 

attention with one that uses locality-sensitive hashing, changing its complexity from O(L2) to 

O(LlogL). Furthermore, they use reversible residual layers instead of the standard residuals, 
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allowing storing activations only once in the training process instead of N times. Consequently, 

it results in much more memory-efficient operation and works much faster on long sequences 

(Kitaev, N., et al., 2020). This research will apply deep learning models to our proposed 

proactive chatbot. 

 

Discussion: The history of deep learning has been written with resilience  driven mainly by the 

desire to overcome limitations, so we have observed a continuous evolution of deep learning 

models. The significant limitation was the hardware, supercomputers were needed to process 

the models. With the evolution of the technology, it is now possible to train a small model on 

a regular computer. However, deep learning models still have limitations in representing 

complex human languages. Due to its unpredictability, mapping “slang” with its meaning and 

context is still tricky. Our investigation deals with students in London, many of whom are 

international students, with different accents, mispronunciations, their own slang and more. 

For this reason, it is essential to create a flexible framework for using the model and to learn 

from the interaction between the chatbot and the students as a basis for making the system more 

effective and adapted to the students’ reality. 

Although Deep Learning models has shown sustained growth during the last few years, Deep 

Learning models still have some limitations, especially in the context of a large dataset. For 

instance, the BERT question-answer model only works well in less than one page or ten 

paragraphs. For this reason, collaborative solutions have been implemented, using text 

similarity measurements to select only those paragraphs which are most similar in the corpus, 

and then applying the question-answer model to those few paragraphs. The following section 

describes the measurement of text similarity. 
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2.3.5 Similarity Text Measurement 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.3.5.1  Text Distance 

The Length, Distribution and Semantics distance can be seen in the Text distance similarity, 

which defines the semantic proximity of two documents from the viewpoint of distance. 

Length Distance: Using numerical characteristics of the text to calculate the length distance 

of vector text has been the basis of text-similarity measurement. We briefly present the most 

popular types. Euclidean Distance is defined mathematically by the straight-line distance 

between two points in Euclidean space (Deza & Deza, 2009). Cosine Distance:  The cosine of 

the angle between two vectors is used to calculate the cosine similarity of the two vectors. The 

size of the document might mean that using Euclidean distance might be far away from Euclid. 

Therefore, using the cosine distance to measure similarity gives better results. Manhattan 

Figure 7 - Diagram of Measurement of text similarity 
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Distance: The sum of the absolute differences between the two vectors is called the Manhattan 

distance. Manhattan distance obtains the similarity after one-hot encoding (Deza & Deza, 

2009).  Hamming Distance: This is the measurement used to compare two binary data strings 

(Norouzi, M., et al., 2012). Below are the Euclidean, Cosine and Manhattan distance formulae.  

 

 

Distribution Distance: Length distance similarity presents two significant problems: First, it 

works well in the face of symmetrical problems, for instance Sim (A, B) = Sim (B, 

A)’.However, it does not perform well in non-symmetrical cases, for example for question Q 

to retrieve answer A. Second, not knowing the statistical characteristics of the data can result 

in misjudging similarity when using length distance (Deza & Deza, 2009). The distribution 

distance is applied to compare the similarity between documents using distribution and to 

determine if the documents come from the same distribution. There are two popular methods 

for determining Distribution distance, JS divergence and KL divergence.  

JS (Jensen–Shannon) Divergence:  This is defined as a technique to size the similarity 

between two probability distributions (Manning, C.D. & Schütze, H., 1999). JS divergence and 

LDA (latent dirichlet allocation) are usually combined to establish the relationships among 

similar documents in distribution (Nielsen, F., 2010).  KL (Kullback–Leibler) 

Divergence  measures different levels of a probability distribution and another reference of the 

probability distribution (Kullback, S. & Leibler, R.A., 1951). Wasserstein Distance is used as 

a measure of the distance between two probability distributions (Weng, L., 2019). The 

formulae are as follows: 

 

 

Semantic Distance: Distribution measurements or length similarity measurements may be 

reasonably small when the text has no ordinary words. In such cases we calculate the distance 

at the semantic level (Kusner, M., et al., 2015). Word Mover’s Distance: The earth mover’s 

distance method is used to represent the text as a vector space (Andoni, A., et al., 2008). Its  

other function is to find in the semantic space the minimum distance required for a word in one 

Equation 2 - Euclidean Distance Equation 3 - Cosine Distance 
Equation 1 - Manhattan Distance 

Equation 4 - Wasserstein Distance Equation 5 - JS Divergence 
Equation 6 - KL Divergence 
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text, reach a word in another text, and reduce the cost of moving text 1 to text 2 (Wu, L., et al., 

2018). Word Mover’s Distance Extension: This uses Euclidean distance. Euclidean distance 

normalises every dimension in space as the same weight. Using the enhanced Mahalanobis 

distance takes into account (De Maesschalck, R., et al., 2000) in Euclidean distance place. 

2.3.5.2  Text Representation 

Text is represented as numerical features, which can be calculated directly. Texts could be 

similar in two different ways, semantically and/or lexically.  

String-based methods: these are simple to calculate. For example, string similarity measures 

work on character composition and string sequences, which measures dissimilarity or similarity 

distance for approximate string comparison or matching between two text strings.  

Character-based methods: character-based calculations of the similarity among characters in 

a document shows the similarity between texts. LCS: LCS matching (Irving, R.W. & Fraser, 

C.B., 1992) is the method used to measure the similarity between two strings (Sa, Sb). Taking 

each text as a string, LCS characterises their similarity  on the basis of the length of the longest 

substring. Edit distance: The edit distance shows the required conversion string from Sa to Sb, 

by the minimum number of transformations. L-distance (Levenshtein, V.I., 1966) and D-

distance (Damerau, F.J., 1964) are two ways of defining the editing distance. D-distance 

includes delete, replace, insert and adjacent exchange operations. On the other hand, there are 

three atomic operations of L-distance, namely delete, insert and replace. While L-distance deals 

with multiple editing errors, D-distance can only handle a single editing error due to the number 

of adjacent operations it includes. Jaro similarity: Jaro similarity represented for 

strings Sa and Sb is as follows (Winkler,W.E., 1990):  

 

 

 

Phrase-based methods: The character-based method and phrase-based methods differ in the 

basic unit they use. For phrase-based methods, it is a phrase word, and two of the primary 

methods are the Jaccard and the dice coefficient. Dice: the comm (Sa, Sb) in the dice method 

shows the number of collinear phrases, namely the number of characters common to the strings 

Equation 7 - Jaro Similarity 

Equation 8 - LCS Similarity 
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Sa and Sb (Dice, L.R., 1945). Jaccard: the size of the intersection divided by the size of the 

union of two sets defines the Jaccard similarity (Jaccard, P., 1912). The Jaccard method solves 

the similarity using a set; the similarity is smaller when the text is long. Consequently, Jaccard  

usually is normalised to calculate similarity. For instance, words can be minimised to the same 

root as English words. 

 

 

 

Corpus-Based: The crucial difference between string-based and corpus-based methods is that 

the corpus-based method obtains the basic information it requires from the text corpus to 

measure similarity. The information can be a co-occurrence probability or a textual feature. 

The corpus-based approach has been represented using matrix factorisation methods, that is  

distributed representation and the bag-of-words model. 

The Bag-of-Words Model: The text representation is like a mixture words in series, with no 

regard to how words appear in the document, and this is considered the basic idea behind the 

bag-of-words model (Wang, S. & Manning, C.D., 2012). TF-IDF, BOW (bag of words) and 

LSA (latent semantic analysis) are the main methods of using the bag-of-words model.  

BOW: Count vectorisation is the core of the BOW method, and describes a document by 

enumerating the appearance of the number of words it contains by using these word counts to 

measure similarity (Salton, G. & Buckley, C., 1988).  

TF-IDF (term frequency - inverse document frequency): This works on the basis of words 

which appear frequently in a document where many documents contain that word. 

Nevertheless, the words have no relevant meaning to the document (Robertson, S.E. & Walker, 

S., 1994).  

 

 

 

 

Equation 10 - Jaccard Equation 9 - Dice 

Equation 11 - TF-IDF 
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Shallow Window-Based Methods: While it recognises the semantic distance between words, 

the bag of words   model does not capture the semantic distance between words. Shallow 

window-based methods generate word vectors. In unstructured text with no mark, low-

dimensional real vectors can be trained.  

Several strategies have been developed to represent word vectors, and the three primary 

strategies are Word2vec, Glove and BERT. Word2vec  has two pre-training models, which are 

the continuous word-bag model (continuous bag of words, CBOW) and the word-skipping 

model (skip-gram) (Rong, X., 2014). Glove: The word-skipping model (skip-gram) and the 

continuous bag of words model (CBOW) are the pre-training models of the Word2vec. Glove: 

The total word frequency statistics could be represented by Glove, which emphasises the 

semantic data of words by modelling the correlation of the words. Words with similar meanings 

see the words in similar contexts (Pennington, J., et al., 2014).  

BERT: The bidirectional encoder representation from transformers is done in both directions, 

which captures the word context. The advanced versions use the pre-train approach, dealing 

with another sentence forecast and masked language model, which embeds sentence-level 

representation and expression in separate ways (Devlin, J., et al., 2018). The architecture is 

shown in Figure 9 (Devlin, J., et al., 2018). Skip-gram and CBOW of Word2vec measures are 

described in Figure 8 (Mikolov, T., et al., n.d.). 

 

 

 

 

 

 

 

The persistent bag-of-words (CBOW) design predicts the current word based on the setting, 

and the skip-gram design predicts surrounding words given the current word (Mikolov, T., et 

Figure 8 - Word2vec’s demonstrate structures Figure 9 - Bert: Pre-training 

https://www.mdpi.com/2078-2489/11/9/421/htm#fig_body_display_information-11-00421-f003
https://www.mdpi.com/2078-2489/11/9/421/htm#fig_body_display_information-11-00421-f002
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al., n.d.).  BERT’s representations are mutually conditioned on the left and right context in all 

layers (Devlin, J., et al., 2018). 

Matrix Factorisation Methods: returning to Matrix factorisation, we find LSA (latent semantic 

analysis), which is used as a strategy for creating low-dimensional word representations. Using 

low-rank estimations simplifies huge matrices which capture measurable data in the corpus. 

LSA: The LSA works on the premise of the measurable, comparable levels of word bag vector. 

(Deerwester, S., et al., 1990), (Kontostathis, A. & Pottenger, W.M., 2006) LSA creates the 

correspondence between high-dimensional lexicon space and low-dimensional latent semantic 

space using the particular value decomposition to measure the similarity within the desirable 

semantic space (Landauer, T.K. & Dumais, S.T., 1997), (Landauer, T.K., et al., 1998). LDA 

(Latent Dirichlet Allocation): a few text are expected for each document in ways that overlap 

points in the document. This is because the words in each document create the themes. 

Therefore, all topics will have a distinct distribution from each document, and all words will 

be affected by discrete distribution from each subject  (Blei, D.M., et al., 2003).  

Semantic Text Matching: Semantic similarity (Sahami, M. & Heilman, T.D., 2006) 

determines the similarity between text and document on the basis of their meaning instead of 

character matching. Referencing the LSA, the query embeds the hierarchical semantic 

structure, while the extraction of the document is done with deep learning. In this case the 

content is encoded to extract features so that a new expression is acquired (Li, Q., et al., 2019).  

Single Semantic Text Matching: this principally consists of Architecture-I for matching two 

sentences (ARC-I), the convolutional latent semantic model (CDSSM), Architecture-II of the 

convolutional matching model (ARC-II) and the deep-structured semantic model (DSSM). 

DSSM: The DNN (Deep Neural Network) links the Title and Query to the low-latitude 

semantic vector, and the cosine distance computes the distance between the two semantic 

vectors. Finally, we train the semantic similarity model. This combines the Convolutional 

Neural Network (CNN) with DNN to compensate to a few degrees for the context loss in the 

DSSM. (Shen, Y., et al., 2014). The DSSM is presented in Figure 10 (Shen, Y., et al., 2014). 

It is divided into three chunks: the feature extraction layer, the embedding layer and the 

SoftMax output layer. 

 

https://www.mdpi.com/2078-2489/11/9/421/htm#fig_body_display_information-11-00421-f004
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Figure 10 Presentations of the DSSM utilise the DNN to map high-dimensional sparse text 

features into low-dimensional closely packed in a semantic space (Huang, P.S., et al., 2013). 

ARC-I: The DSSM models are deficient in retaining context information, doc sequences and 

queries. The DSSM model includes the CNN module. Hence ARC-II and ARC-I are 

recommended. ARC-I may be seen as a representation learning-based model, and the ARC-II 

model has a place in the interactive learning model. Architecture-I (ARC-I) is presented in the 

Figure 11.  

 

 

 

 

 

 

 

Multi-Semantic Document Matching: When complicated sentences are condensed into a 

unique vector-based on single semantics, they cause a loss of essential local information. On 

the assumption of single semantics, a single-granularity vector is not enough to deal with a 

Figure 10 - The model structure of DSSM 

Figure 11 - Architecture-I for matching two sentences (Hu, B., et al., 2014) 

https://www.mdpi.com/2078-2489/11/9/421/htm#fig_body_display_information-11-00421-f005
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chunk of text and find it fined. Before matching, it needs multi-semantic expression and does 

much interactive work to identify a few local similarities and synthesise the matching degree 

between texts.   

MatchPyramid and MV-LSTM (multi-view bi-LSTM) constitute the strategy of the multi-

semantic MV-LSTM generates positional sentence representations; MV-LSTM utilises the Bi-

LSTM (bidirectional long and short-term memory) In order to mirror the text meaning in both 

directions at this point, particular bi-LSTM can get two hidden vectors for each location (Wan, 

S., et al., 2016).  

MatchPyramid: Driven by CNN in image recognition, to construct a similarity matrix, we 

calculate the content and then that convolution to take out features. Into image recognition 

prepares the text matching (Pang, L., et al., 2016). MV-LSTM is illustrated in Figure 12, and 

MatchPyramid is illustrated in Figure 13. 

 

 

 

 

 

 

 

 

 

 

Figure12 Multi-view bidirectional long and MV-LSTM (Hu, B., et al., 2014). Figure13 an 

overview of MatchPyramid on text matching (Hu, B., et al., 2014). 

Due to the extensive data training required with supervised text matching and the model 

training resources, the network becomes complicated (Liu, Z., et al., 2018). 

Figure 12 - multi-view bidirectional long and short-term memory 

Figure 13 - MatchPyramid on text matching 

https://www.mdpi.com/2078-2489/11/9/421/htm#fig_body_display_information-11-00421-f006
https://www.mdpi.com/2078-2489/11/9/421/htm#fig_body_display_information-11-00421-f007
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Graph Structure: The industry and the scholarly world have been researching the structure of 

organised text data or graphs. One advantage of the graph-based method is that the joins 

between nodes are built up through the edges of graph structures to judge the degree of 

similarity between nodes. They are generally shown by graph neural network and knowledge 

graph representations. 

Knowledge Graph representation learning: this extends the connections in the knowledge 

graph into a persistent low-dimensional vector space through machine learning technology, 

maintaining the fundamental structure and properties of the first knowledge graph (Chen, X., 

et al., 2020).  

Graph Neural Network: to organise the hierarchical relationship of the data and infer the 

GNNs (graph neural networks) it is essential to utilise the model in the presence of many levels 

of associations and information (Gilmer, J., et al., 2017), (Zhou, J., et al., 2018). The GNNs 

could be seen as a connector model, which captures the reliance of the graph through the 

message transmission between the nodes of the graph (Vashishth, S., et al., 2020). Unlike the 

standard NN, the GNN holds a state that can show any of the information deep meaning related 

to its neighbourhood (Wu, Z., et al., 2020). 

Discussion: The authentic text meaning is considered by the string-based methods; however, 

these  are not flexible in unknown languages and domains. On the other hand, corpus-based 

methods with a statistical background could be inserted in various languages; however, there 

is a lack of real text meaning. Excellent performance is offered by methods based on semantic 

text matching, but then again, these require significant computational resources, and there is a 

gap in interpretability. Graph-structure methods focus on learning good graph representation. 

This section clearly shows the advantages and disadvantages of each method, but it is difficult 

to identify which is the best model; Nevertheless, promising results have been shown by the 

most used text distance and methods-based text representation compared to independent 

models. Next, we presented a description of the chatbots. 

 

2.3.6 Chatbots 

Chatbots could be defined as agent systems which engage in a conversation with humans using 

natural language. The first chatbots ELIZA (Weizenbaum, J., 1966) and ALICE (Wallace, R. 
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S., 2009), experimented with pre-programmed question  –answer sequences  that fooled people 

into thinking that they were talking to humans. More recently, the chatbot has been used in 

real-world applications, such as information retrieval, education and e-commerce. Over the 

years, the focus changed from achieving perfect human imitation to developing more valuable 

tools to help people in their tasks using natural language (Shawar, B. A. & Atwell, E., 2007). 

Research suggests that Internet users use social media to seek assistance more than calling or 

writing an e-mail (Xu, A., et al., 2017). The virtual assistant chatbot is a candidate for replacing 

old-style customer service (Brandtzaeg, P. B. & Følstad, A., 2017). 

The number of criteria used to classify chatbots may vary. From a technological perspective, 

dialog systems are divided into two main categories. The high-level dialog system provides an 

understanding of context and a high level of analytical complexity. The  low-level dialog 

system is a simple pattern-matching algorithm that presents a basic context understanding and 

a low level of analytical complexity (which means it mimics the conversation rather than 

understanding it) (Schumaker, R. P., et al., 2007). It is possible to suggest another vital 

distinction between ‘General Personal Assistant’ (such as Amazon’s Alexa, Apple’s Siri or 

Google’s Meena, which are mainly voice-driven chatbots) and ‘Specialised Digital Assistant’. 

The use of this last type of chatbot has increased significantly with the introduction of chatbot 

platforms such as WhatsApp, Skype, Facebook and LinkedIn which focus on a specific task,  

for instance, providing specific information or  booking a flight; these are mainly text-based 

chatbots (Meisel, W., 2016). The typical interaction between human and chatbot is based on 

speech recognition or writing text. The chatbot is trained to understand the user’s input via 

voice or writing on the basis of a machine learning technique. 

The Classification of Chatbot Models (Generative vs Retrieval-Based Models) 

Retrieval-based models (low complexity): Necessary knowledge is pre-installed in a repository 

for responses. This  could be done heuristically, for instance, as an ensemble of machine-

learning classifiers or through rule-based expression matching. With this model, the system 

responds to a fixed set of data and does not generate new data (Shang, L., et al., 2015). 

Generative models (high complexity): these generate new responses from scratch and do not 

rely on any pre-defined repository. This model is based on the machine translation technique, 

instead of an expected translation from one language to another. Generative models ‘translate’ 

a question or input into an answer, response or output (Yang, Z. & Hu, Z., 2017). 
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Framework models (moderate-complexity): the initial approach for designing our research 

model will be a combination of the retrieval-based and the generative model. We intend to have 

knowledge generated by students and use the generative model with sequence-to-sequence 

architecture.   

Long v. Short Conversations 

Long conversations (high-complexity): for long conversations, there is a need to memorise 

what has been said because there are multiple turns in the conversation. For example, coaching 

conversations are naturally long threads with various questions. The longer the conversation, 

the more complex it is  to automate (Yang, Z. & Hu, Z., 2017). 

There are also Short-Text Conversations (low-complexity). These conversations are designed 

to generate a single answer to a particular input, for instance, when the system receives an 

explicit enquiry (input) from a user and responds with a suitable answer (output).  

MCP models (moderate-complexity). We intend to create a standard Coach/Mentor dialogue 

between the conversation agent and the Candidate, which could be neither short nor long.   

Closed v. Open Domain  

Open-domain (high-complexity): When a person says something, we never know where it will 

end up. One typical example is chats on websites such as LinkedIn, Facebook or Twitter. These 

are classically open domain – they could lead anywhere. There is an endless range of possible 

subjects, and the fact that a considerable quantity of world knowledge is required to generate a 

rational response make such conversations highly complex problems (Yang, Z. & Hu, Z., 

2017). 

Closed domain (low-complexity):  there is a specific goal to achieve in closed domain 

conversations, resulting in a limited input. The best examples of closed domain problems are 

technical customer support and shopping assistants.  

MCP models (moderate-complexity): The Proactive Chatbot research context is a naturally 

limited conversation domain, as a coach is led into a specific area of conversation. However, it 

is expected that Students will speak openly about their concerns in relation to that particular 

topic.    
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Discussion: In terms of advantages and disadvantages, the first model does not make 

grammatical mistakes because of its pre-processed repository. However, for the same reason, 

it is limited to what has been installed, meaning that it is unable to handle other cases. The 

retrieval-based model cannot refer to contextual object material such as to a person’s name 

which has been given previously in the chat. Generative models can however  use items 

encountered earlier in the input, giving users the illusion that they are chatting to a human. 

Generative models are complex to train. There is a high probability that they will make 

grammatical errors (particularly in extended sentences) and they frequently need large 

quantities of ‘training data’. 

Common challenges in building chatbots: There are some clear and not-so-clear challenges 

in building chatbots. Some of these are to be expected in the context of building a proactive 

chatbot for this research. 

Incorporating Context 

An example of  linguistic context we find in extended conversations is that we keep track of 

the conversation and the contextual information exchanged. To generate sensible answers, the 

systems should combine both linguistic context and physical context. The most efficient 

method is to embed the chat into a vector. However, doing this in extended chats is challenging 

(Yang, Z. & Hu, Z., 2017). 

Coherent Personality 

When the generative model creates answers, the conversational agent should preferably 

generate reliable responses to semantically identical inputs. For instance, a user would like to 

have the same answer to “What do people call you?” and “What is your name?”. This might 

appear to be a simple matter but building the “personality” into models is a complex problem. 

Even if systems produce linguistically accurate answers, they are not trained to produce 

answers which are semantically consistent. Frequently, one of the reasons is that they are 

“trained” on a variety of several sets of data from a number of dissimilar users. A model such 

as  “A Persona-Based Neural Conversation Model” shows clear signs of a personality having 

been modelled (Yang, Z. & Hu, Z., 2017). 

Model Evaluation 
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Asking whether a conversational agent fulfils its purpose or not is the most practical way to 

evaluate a model, for example, by testing whether its responses will help to solve the problem 

in each chat. A study done by Cornell University, “How NOT to Evaluate Your Dialogue 

System: An Empirical Study of Unsupervised Evaluation Metrics for Dialogue Response 

Generation”, revealed that none of the regularly used metrics correlated with human judgment 

(Yang, Z. & Hu, Z., 2017). 

Diversity and Intention  

The generative model presents an issue with generic responses. For instance, it is known that 

the responses “I am OK” and “No thanks” work for the same input cases. One reason is how 

the models are trained, which has to do with data and with the actual training 

objective/algorithm.  Academics have tried to artificially promote diversity through various 

objective functions (Sequence-to-sequence neural network models) (Yang, Z. & Hu, Z., 2017). 

The framework research direction proposed is a hybrid approach between retrieval-based and 

generative models. Below is a short overview of chatbot frameworks. 

 

2.3.7 Chatbots frameworks: A short overview 

In the sociology of application users, there is a vital distinction between expert users and novice 

users. The latter require a more user-friendly form of virtual interface assistance that meets 

certain specifications to work with the novice users’ questions. Accordingly, Sansonnet, Leray 

and Martin (Sansonnet, J. P., et al., 2006) outline a basic framework for how the virtual assistant 

can meet the requirements. In the first step, the system should understand the user’s thinking 

process; the understanding function is "The Dialogical Agent". The second step is to answer 

user questions by accessing the knowledge base known as "The Rational Agent". Finally, the 

system should be able to earn the user’s trust through the presence of, "The Embodied Agent" 

(Sansonnet, J. P., et al., 2006). 

An inspiring framework evaluation method was proposed by Kuligowska (Kuligowska, K., 

2015) to take into account diverse aspects of the way chatbots function. It contains a “Visual 

Look” and a “Knowledge Base” containing general and specialised information,  because a 

dialogical agent must be able to answer a set of general knowledge questions; but also questions 

on the topic they specialise in. It should also have as part of the chatbot personality “Language 
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Skills and Context Sensitiveness” and “Conversational Abilities” to enable it to deal with the 

context of the conversation, give feedback, and to maintain a harmonious conversation, 

“Personality Traits” to present a distinct personality with  different aspects, emotions and 

physiology, “Have  answers in adverse situations” to deal with the user’s writing errors and 

answer provocative questions diplomatically), a “Possibility of Rating Chatbot” function (as 

asking for feedback on communication is a critical function for determining the chatbot’s 

efficacy) (Kuligowska, K., 2015). 

Later systems proposed for chatbots emphasise the prerequisite to develop the chatbot with 

psychosocial factors and adding the users’ cognitive and social behaviour. The classic machine 

usability definition is not enough to build a successful chatbot application. Chatbots should 

build a connection with users, in a way that is both practical and enjoyable. It should therefore 

be Flexible (able to adapt to the personality of the user), Affective (paying attention to the 

quality of the relationship), Communicative (keeping things simple for the user) and finally, 

Autonomous (able to take the initiative in the conversation). Therefore, to be successful and 

believable, the chatbot requires a body, a personality and a mind. The mind should be 

developed with cognitive and problem-solving abilities, social capabilities and affective 

sensitivity (so that it can respond to the user’s emotional state). The chatbot’s personality 

defines the interaction style of the human-machine, and the mix of these three aspects creates 

the chatbot’s behaviour (De Angeli, A., et al., 2001).  

Discussion: The use of a chatbot in University settings enables greater flexibility of interaction 

with students, as it can answer pertinent questions and assist students in specific areas such as 

helping them with their academic subjects. However, even though chatbots are becoming more 

human-like, scalable and relatively cost-effective for universities, they still have 

communication limitations in interpreting and contextualising questions from students. Despite 

these limitations, for universities which intend to assist their students, a chatbot is still the most 

practical, low-cost option. 
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2.4  Big Picture of the Proactive Chatbot Framework  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

We have now finished this literature review showing the landscape of our proposed “Proactive 

Chatbot Framework”. A chapter summary is presented below. 

2.5 Summary  

This chapter reviews the relevant literature, laying the psychological foundation for the 

Assistant/Coach. It begins with the science behind why and how a practical Assistant/Coach 

can improve a candidate’s performance. The literature proves that it is hard to change, but it is 

possible to create a new habit. Moreover, it focuses on five proven principles of modern 

psychology. These are Principle 1 - the “locus of control” and the “bias toward action”. Some 

Knowledge is generated from 

Connection; Students uses the 

Knowledge discovered (Progress)  

Proactive 

Chatbot 

Framework 

Assistant supplies  the right 

knowledge to the right students. The 

right strategy is developed to guide 

players so they can perform to better  

  

Connections between 

students’ behaviours 

and lifestyle  

Deep learning and Dynamic 

Pattern Recognition among 

Students  

Models    

Knowledge 

Discovery  

  

Chatbot - Natural 

Language Processing/ 

Deep learning 

The way to change anything is total 

Immersion. 

The Assistant/Coach, 

Guidance Orientation 

Delivering Affective Coaching via 

Speech; Learning from interaction 

between Proactive Chatbot and Students 
Figure 14 - Proactive Chatbot Diagram, (Almada’s Diagram, 2020) 
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individuals believe they control their lives (internal locus of control) while others believe life 

is just happening to them. They are a victim of whatever might happen (external locus of 

control). Principle 2 - “behavioural flexibility”: our brain never stops creating new connections 

and learning new things. Principle 3 - do good, be good; to change we should do things, act, 

and then our mind will follow. Principle 4 - The golden rule of habits: we cannot control how 

we might feel, but we can always choose how we react or behave. Principle 5 - Activation 

Energy: the first step is the key to creating any change and reaching our full potential. 

The chapter continues by presenting the different assistant/coach styles. The main difference 

lies in how they approach the instruction they give. The  coaches discussed include Richard 

Bandler, who studies Neuro-Linguistic Programming (NLP), Tony Robbins, a practising 

psychologist, and Bob Proctor, a thinker who teaches the changing paradigm. They tend to 

draw on external references, experts in the field or people who have successfully done that 

activity, and model the technique applied. The group of Assistants presented in our literature 

review such as Vishen Lakhiani focus on the inner self. They study meditation, focusing on 

making an outside change by changing what is inside. Wayne Dyer was a spiritual mentor, and 

Nietzsche’s philosophy teaches us that to find ourselves, to get in touch with our inner genius, 

we must walk a path no one has walked before, as we are unique, and no one can walk that 

path on our behalf. Finding ourselves is finding our uniqueness, that unique set of values and 

things we truly love and which represent us.  

The next section briefly shows that an appropriarly proactive chatbot must be based on 

multimodality. To individualise the chatbot’s interaction with students, it draws on 16 distinct 

personalities developed by Carl Jung, categorised by their preference for  wide-ranging 

behaviours, three areas of preferences and dichotomies: These include Extroverted (E) vs. 

Introverted (I); Sensing (S) vs. Intuition (N); and Thinking (T) vs. Feeling (F). Dr Isabel B. 

Myers, developed this further, adding one more field, namely Judging (J) vs. Perceiving (P). 

The chapter closed by presenting Knowledge Discovery in Databases, which is a combination 

of technologies for data management including among others machine learning and data 

warehousing. This technology drives the global development of learning valuable knowledge 

from big data, in which data mining technology is one element.. The chapter closes by 

presenting chatbots in Universities, suggesting that using a chatbot can serve as a valuable and 

effective solution for students because of the chatbot’s conversation synchronicity. It could 

reduce the University’s costs and staff workloads. 
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The next section starts by presenting the history and evolution of Artificial Intelligence, which 

aims to serve as a force for the good of society as a whole. Research suggests that when a 

machine can mimic human cognitive processes or functions related to human minds, we are in 

the presence of an intelligent machine. This section then outlines the distinction between 

Artificial Intelligence, Machine Learning and Deep Learning. Natural Language Processing is 

also discussed. Artificial Intelligence has many fields, including Natural Language Processing 

(NLP), which focuses on communications between computers and humans. NLP faces 

challenges, including empowering computers to derive from people or natural language input, 

and understanding and generating natural language. NLP allows computers to understand the 

context and meaning of our words.  

The literature review chapter continues with a Deep learning section. Deep Learning was born 

from Machine learning, or more specifically, from deep neural networks, where the architecture 

is fully connected, presenting an Input layer, one or many Hidden layers and an Output layer. 

Then we present a basic formula to calculate the deep learning models. Lastly, we present a 

brief history of Deep Learning models in recent years. Then the measurement of text similarity 

is discussed. Finally, the chatbot is presented. Chatbots could be defined as agent systems 

which engage in  conversations with humans using natural language. This section then 

introduces the history and evolution of the chatbot, outlining the differences between 

Generative Models (High Complexity) and Retrieval-Based Models (Low Complexity), Long 

vs. Short Conversations, Closed vs Open Domains and finally outlining common challenges in 

building chatbots. The next section presents a short overview of Chatbot frameworks. In the 

next chapter, we present the methodology used in this thesis. 
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Chapter 3 Methodology 

 

3.1  Introduction 

This study comprises two main parts: a proposed academic model and a framework to assist 

students using Artificial Intelligence. Therefore, the process of collecting and analysing data 

was based on a mixed methodology of the qualitative and quantitative research  to cover the 

different phases of the research. The data was collected in the Universidade Católica de Angola, 

Luanda.  

Data was collected about students’ life, psychology, self-responsibility, sociology, 

communication, learning and health & wellbeing. The data was collected through students a 

self-evaluation questionnaire, and was used to identify correlations among the factors by  

predict the student result using Artificial Intelligence to generate the model. At this point, we 

recognise an accurate and realistic prediction of students’ performance should consider more 

factors and variables such as lecturer expertise, university conditions, the students’ family and 

other factors that directly affect the students’ academic performance. However, our aim is to 

find the correlation among students’ controllable academic factors, which affect their results. 

We will use mixed methods, i.e. both quantitative and qualitative, to collect quantitative and 

qualitative data. For Artificial Intelligence, the well-known Data Mining methodology CRISP-

DM (CROSS Industry Standard Process for Data Mining) was used, and the software used to 

analyse and process the data was SPSS Modeler (IBM Software Business Analytics, 2010). In 

addition, Scrum and Agile were used.  The Schwaber, K & Beedle, M (2001) Software 

Development method was used to achieve the research aim and objectives quickly (Schwaber 

& Beedle, 2001).    

The interview questions for the students were presented mainly in the form of a questionnaire 

and sought to identify their best skills (factors that affect students’ performance). For ethical 

purposes in the worse-case scenario, for instance, if a student reports long-term depression or 

suicidal feelings, a chatbot will advise him/her to go to a doctor or expert immediately.  For 

each question, there is a diagnostic description as appropriate. It should be considered that 

chatbots do not replace experts on the field or give any medical guaranties. 
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Differences between Qualitative and Quantitative Research Approaches 

Qualitative Quantitative 

Understand and interpret human perspectives Comparisons or correlations of population attributes 

Less generalizable to populations Generalization to populations 

Rich descriptions Numerical summaries 

Depth Breadth 

Small sample Large sample 

Selection of procedures to establish trust in the 

findings 

Prescribed process to establish validity and reliability 

Table 2 - Qualitative vs Quantitative research (British Library, 2015) 

These research approaches will be discussed further, starting with qualitative and quantitative 

research. 

 

3.1.1 Quantitative Research 

Quantitative research aims to clarify and analyse data, looking at conceivable consequences 

and outputs. It differs from qualitative research in various ways, including the aims it seeks to 

achieve and the methodology and designs it employs. Some of the significant distinctions are 

presented  in the table above.  

In interpreting and understanding human phenomena, we usually use all the available 

populations. For example, by studying the effect of bullying, doing a qualitative study, we will 

want to approach and observe the victim of bullying and the bully in the field. On the other 

hand, live quantitative research ends up generalising, using large samples to analyse the data 

numerically, making comparisons and discovering relationships and patterns in the population 

studied. For instance, quantitative research to investigate bullying among students could 

compare students who are considered victims of bullying to students who are not considered 

victims of bullying, and use an attitudinal survey to quantify the effects on the bully and the 

victim (British Library, 2015). 

 

3.1.2 Qualitative Research 

Einstein said, “not everything that can be counted counts, and not everything that counts can 

be counted”. Qualitative research focuses on the subjectivity of the human experience, 



59 

 

 

understanding the meaning of the phenomenon in a descriptive and in-depth way rather than 

focusing on the general. To build the PS2CLH model during the course of this research we 

read articles, papers and other research on the use of chatbots in Universities, educational 

conferences, clothing magazines and market research reports, observation interview documents 

and literature reviews, and we also observed students’ behaviour.    

The qualitative research carried out for this thesis focuses on students’ behaviours and 

lifestyles, knowing their moods, their thinking, and the choices they make. These data were 

captured during the observation period (after which they were given a questionnaire to fill in)  

then find a way to embed the data into the Proactive Chatbot application. The research subjects 

were encouraged to clarify the reasons for their responses, revealing their true motivation and 

behavioural triggers (British Library, 2015). 

3.1.3 CRISP-DM methodology 

To process and transform the data collected into a usable form, we used the Cross-industry 

standard process CRISP-DM for data mining. We were referencing (IBM Software Business 

Analytics (2010) CRISP-DM 1.0: Step-by-step data mining guide). 

 

 

 

 

 

 

 

 

 

The CRISP-DM methodology is divided into six phases for the execution of a data mining 

system. These phases are as follows 

Figure 15 - CRISP-DM reference model  (IBM Software Business Analytics, 2010) 
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1. Understanding of the business (universities in our case): Understanding the goals and 

company requirements from a business perspective, turning them into a data mining application 

and subsequently developing a plan to solve the problem. 

2. Understanding the data: The main aim of this phase is to understand the data. 

3. Data Preparation: Creation of extraction methods, and cleaning and processing the data for 

use by data mining algorithms. 

4. Modelling: The selection of algorithm(s) to be used for an efficient model process. Many 

algorithms require a clean data sample, as anything else might cause multiple returns to the 

preparation stage. 

5. Evaluation: The analyst evaluates many models, finishing the modelling phase. Now, the 

purpose is to evaluate the models with the understanding of the business, checking that there 

are no gaps or inconsistencies concerning the principles of the business. 

6. Deployment: The construction and proof of the model constitute one more step toward 

making the information produced accessible. Since the development of specific model, it is 

possible to deploy the model in several ways until the publication of a report for internal use 

(IBM Software Business Analytics, 2010). 

3.1.4 Scrum Methodology 

London Metropolitan University regulations ask an MPhil/PhD Student to report every other 

week. The author should present a report showing the progress of the research. For this reason, 

it is proposed that Scrum should be used in software research. Agile – Scrum Methodology 

will therefore be used to develop the proactive chatbot framework. 

Scrum  is an agile development methodology focused on teamwork, with the team’s self-

managed and active participation by the end-user. In our case, this will be the research tutor. 

Agile methodologies have emerged with the purpose of "simplifying procedures" in the 

software development process, enabling teams to be more adaptable, rapidly responding to 

constant changes in software projects, and allowing even late changes in requirements or in the 

project’s scope (Scrum Methodology, 2013).  
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The tutor knows every step toward the main research aim because there are constant delivery 

features which are already 100% developed. He actively participates in the project, bringing 

his knowledge to the research, referencing Scrum Methodology and Agile Scrum 

Methodologies (Scrum Methodology, 2013). 

Adapting Scrum to this research is likely to reduce the time required for the research  The team 

has short daily meetings (Sprint), always at the same time, in which minor problems and small 

ratifications are presented to be solved rather than allowing them to build into bigger problems 

later (Hicks, M. & Foster, S., 2010). 

In their paper, the research "Adapting and Using Scrum in a Software Research and 

Development Laboratory" present two main goals to explain their success in using Scrum 

methodology. Firstly, the aim was to produce high-quality research results working 

collaboratively, and second to help  independent researcher’s students been capable of working 

at research labs or home (Lima, I. R., et al., 2012). Below we present an overview of the 

Research Thesis Methodology.  

3.1.5 Research Design or Thesis Methodology  
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The diagram above begins with the initial research problem. Initially, we need to specify the 

domain of the research, so we need to explore the existing literature. At this stage, the ideas are 

vague and abstract, so we try to clarify them by defining the real problem we intend to 

investigate. The definition of the problem was presented in Chapter 1, and is the lack of 

efficient, scalable and inexpensive ways to individually assist university students in the areas 

and factors which affect their academic performance and which they can control. This  leads 

to the research question: “How to develop a specific model to enhance academic performance 

that incorporates all the controllable academic factors, and how to further utilise the model in 

a framework for implementing a readily available student learning assistant tool”.  

Having the initial research problem and question defined, the next step is to build a strategy to 

tackle the problem and answer the question, which requires developing a clear research 

abstract, introduction, aims and objectives. In addition, it is essential to see what other 

researchers have done in the field by going through the literature, finding any gaps and 

developing a methodology for the research. 

The next step is to summarise the findings of the literature and propose a scientific paper at a 

conference. Writing a scientific essay at this stage provides a basis for an external evaluation 

of our research idea. The acceptance or rejection of the results presented in the paper submitted 

show the potential of the research and the level of support for the London Metropolitan 

University “transfer report”. This is followed by the data collection phase, which uses a web 

questionnaire and conducts interviews to collect qualitative and quantitative data. We intend to 

collect data from many students to create a credible model and obtain sufficient evidence to 

support our research. 

The collected data is then analysed and then organised to turn it into information. Next, we use 

statistics and algorithms to build the model, following the CRISP-DM methodology. The next 

step in the research design is to build on the previous step and use the Scrum methodology to 

develop and implement the AI framework. The final stage is to analyse the results and validate 

the model, and then compare it with existing work and then validate it against current solution, 

answer the research question and deal with the initial research problem. Then we write the 

thesis, organising the description of all the steps in chapters. 
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The conclusions of the thesis are then re-evaluated against the prior research. Finally, the final 

version of the PhD thesis is submitted.  

 

3.1.6 Research Approach  

In this research, we take two primary approaches. The first is exploratory research, which is by 

nature qualitative and investigates subjects and research questions that have not been studied 

in depth (George. T., 2022). The second is explanatory research, a method that explores why 

something occurs when limited information is available, and explores how and why a specific 

phenomenon occurs and predicts future occurrences (George. T., & Merkus. J.,, 2022) 

Due to the nature of our research, we use a hybrid approach, starting with an exploratory 

approach. This exploratory approach helps us to identify the controllable factors that affect 

students’ performance. This stage is multidisciplinary, encompassing psychology, sociology, 

communication, learning, and health and well-being. In the same way, we also explore the 

artificial intelligence and natural language processing fields, aiming to create a basis for 

developing a questionnaire for data collection. We also seek to identify and explain the 

correlation among the controllable factors by creating a model and predicting students’ 

performance, aiming to use the model in a framework for implementing a readily available 

student learning assistant tool. 

 

3.2 Methodology to find the correlation among the PS2CLH model factors 

 This section presents an overview of the steps or methods used to find the correlation among 

the PS2CLH model factors by predicting students’ academic results to create students’ profiles. 

In this chapter, we are presenting “WHAT” we have done to answer the Research Question. 

The following Chapters 4 and 5 present “HOW” and “WHY” we developed this solution, so 

further details will be offered in those chapters.  
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Figure 17 - Methodology to find the correlation among the PS2CLH model factors 

Project Approval by the University: The first action to be taken was to seek the University’s 

ethical approval and approval for data collection and access to laboratories. The University 

Directorate had to have some involvement in the research, as both students and professors 

would give more credibility to the project and want to participate. The other reason why it is 

essential for University management to be part of the project is that more attention will be paid 

to problems that arise during the research. With the approval and support of the University, we 

moved on to the second phase of the research, which is qualitative research. 

Qualitative research to develop the survey: Before formulating the questions for a 

questionnaire, a priority is to carry out qualitative research in the country where the University 

in question is located, which should involve searching books, articles, magazines and studies 

related to our research. Those works are designed to assist students to improve their academic 

performance. Qualitative research should focus on issues relevant to the University and its 

students. Interviews should be conducted with students, University staff and professors, 

focusing on students’ behaviour both inside and outside the University. We will be looking 

specifically at the factors which are controllable by students, which affect their academic 

performance in the areas of personality, sense of responsibility, social class, communication, 

learning and health and well-being. After this phase, we move on to formulating the questions 

on the basis of the results of the qualitative research. 

Build the web-based 

questionnaire, using 

Scrum Methodology  

Develop the questions 

for the PS2CLH 

model 

Research 

Approval by 

the University 

 

Students’ Data 

Collection; 

Beginning of the 

Quantitative research 

Start CRISP-DM 

Methodology to 

Analyse the Data; 

Build Model  

Predict students’ 

performance, Attribute 

importance, 

Correlation, Clusters  

Qualitative research 

to advance the 

survey 

Students’ 

Interventions 
Results 



65 

 

 

Building the questions for the PS2CLH model: Questions for the PS2CLH model should be 

clear and straightforward so that students do not need outside help. They should also be 

intuitive so that the student can make a self-assessment when answering the questionnaire. 

Given that the questions fall into six areas (psychology, self-responsibility, sociology, 

communication, learning and health and well-being), the number of questions for each area 

should be between 4 and 7. The selection of these questions must be on the basis of the results 

of the qualitative research, and particularly questions that have the greatest impact on the 

students’ academic performance. The number of times a subject is mentioned shows its 

importance. We can also get a sense of the questions that most impact students by looking at 

the pattern of responses from students and lecturers. After selecting the questions, we will build 

the web-based questionnaire. 

Building the web-based questionnaire using Scrum methodology: We used the Scrum 

methodology to develop the web-based questionnaire. The questions were to be multiple-

choice, and  the radio button was used for student responses. The questionnaire was designed 

so that the value of each question depends on the student’s answer. We also developed a 

database using SQL to store the data produced by student responses. Once the  questionnaire 

was completed, we proceeded to the stage of collecting data from students. 

Data Collection from Students; Beginning of Quantitative Research: Due to the lack of 

studies in this field in Angola, the aim was to start with a large number of questions and then 

reduce these to the more important ones. Two experiments were therefore conducted. The 

fundamental difference between these experiments was  the number of questions and the fact 

that students intervened in the second experiment. The number of questions in each category 

in the first questionnaire will be 16 Psychology, 13 Self-management, 15 Sociology, 9 

Communication, 17 Learning and 5 multiple choice questions, with a 5-point Likert scale 

response. The aim will be to conduct the research with 600 students from the Universidade 

Católica de Angola, with the University’s permission, from March to May, between 07:00 and 

18:00. The students will be defined as those students who are studying at the University on the 

day of the survey. Participants will be given 30 minutes to complete the form. The second 

questionnaire will consist of 7 Psychology, 8 Self-responsibility, 12 Sociology, 7 

Communication, 8 Learning, 6 Health & well-being, and 5 multiple choice, with a 5-point 

Likert scale for responses. The aim will be to conduct the research with 500 students from the 

Universidade Católica de Angola with the university’s permission, from September 2nd to 
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November 28th between 07:00 and 22:00. Students are defined as those who are studying at 

the University on the day of the survey. Participants will be given 20 minutes to complete the 

form. After outlining the data collection process, we will move on to data analysis and the 

construction of the predictive model. 

Using CRISP-DM Methodology to Analyse the Data and Build the Model: We will perform 

the data analysis using the CRISP-DM methodology with student responses. We will use the 

advanced statistics tool SPSS Modeler for data analysis and predictive model creation. The 

data from the database will be converted to an Excel file. The different types of fields will be 

scaled from 1 to 5. At the same time, a second experiment will be  conducted.  

Predicting students’ performance, Attribute importance, Correlation and Clusters: After the 

creation of the model, we will programme  it and add it to the application so that as soon as the 

student fills in the questionnaire, the system automatically produce a forecast of his academic 

result using the PS2CLH model as a reference. In future, the predictions of student results can 

be shared in the lecturer’s profile (with the student’s authorisation).  

Student Interventions: With the knowledge produced by data processing and data analysis, we 

see in the cluster a clear direction for our interventions. According to Oxford Languages, ‘A 

cluster is a group of similar things or people positioned or occurring closely together’. 

(https://languages.oup.com/). In our case, we have seven clusters, and a cluster of students is a 

group of students with a similar number of academic controllable factors that affect their 

performance. The interventions aim to assist students by reducing the number of factors 

affecting their performance, helping them to overcome their limitations and develop new study 

habits so that they can go to the highest clusters, which are the 6th and 7th. Having described 

the interventions, we move on to the evaluation of the results. 

Results: The results of the PS2CLH model. In this way we close the description of this 

methodology to find the correlation among the PS2CLH model factors and start on the method 

to build the proposed chatbot framework. The development of the proposed framework is now 

presented. 
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3.3  The method for building the framework of the proactive chatbot for students 

 This section presents the method for building the proactive chatbot for students based on the 

PS2CLH model. In this Chapter (3), we have focused exclusively on “WHAT” we have done 

to answer the research question. The following two Chapters (4 and 5) present “HOW” and 

“WHY” this solution was chosen; a more detailed explanation of the framework will therefore 

be offered in Chapter 5. 

 

 

 

 

 

 

 

 

 

 

 

Figure 18 - Method used to build the framework designed for a proactive chatbot for students 

 

Inputs/Questions, Data Preparation: the chatbot framework starts by receiving students’ 

questions in writing or orally, and these are then transformed into a matrix of vectors using 

embedding and vectors. These steps transform human language into computer language. This 

chatbot’s framework can receive students’ inputs orally and in writing.  In both cases, the 

framework implements syntax and semantics, which are the broad categories into which NLP 

techniques fall. 

Embedding, Vector/Matrix: for a machine to understand human language, it must be converted 

from text to numbers. There are different ways to represent a word. Word embeddings are 

vector representations of a specific word. 
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Text Similarity Measurement: there are multiple ways to determine text similarity in a 

document. However, in this research we are going to use Cosine similarity measurement. 

Cosine Similarity is simple to implement, and it quantifies the similarity between vectors or 

matrices by measuring it. The similarity between vectors is the resulting cosine of the angle 

between vectors (Gunawan, D., et al., 2018). We will explore this topic further in Chapter 5. 

Q&A model; Transformer model: Having evaluated the student’s question using cosine 

similarity, we will create a vector with the results of the ten most similar questions in the 

knowledge data. Each question is linked to an answer in the repository. Then we apply the 

transformer model question - answer to the ten most similar answers to predict the right answer. 

Transformer models are based on the attention mechanism which helped enhance the 

performance of neural networks machine attention (Vaswani, A., et al., 2017). We will explore 

this topic further in chapter 5. 

Assembly Parts: The model then goes through those ten answers and chooses the answer 

according to the student’s initial question. At this point, the system selects three possible equal 

questions in the knowledge data as the student’s initial question,  and the Q&A model gives 

the first potential one, and the other two questions are the second and third most likely. The 

fourth option is “none”, which means that none of the above three questions is the question that 

the student would like to know the answer to. Each of the above four options is represented by 

a number. When a student chooses a number or option different from “none”, the chatbot sends 

the answer to the selected option.  

Interaction Facilitator: If a student chooses “none” as an answer, the system sends that 

question to the Lecturer’s or Assistant’s profile. When they answer the student’s question, the 

system saves the question into the knowledge base. As soon as the student enters the chatbot, 

he/she will receive the answer.  

Profile Customiser: When completing the questionnaire, the student can select the type of 

personality they would like the chatbot to have. In the questionnaire, there are four pairs of 

radio buttons, categorised by their preference for wide-ranging behaviours, and three areas of 

preferences and dichotomies: Extroverted (E) vs. Introverted (I), Sensing (S) vs. Intuitive (N) 

and Thinking (T) vs. Feeling (F). Dr Isabel B. Myers, continuing Jung’s work, added one more 

field as a fourth antagonism pair; namely Judging (J) vs. Perceiving (P) (Briggs, M., 1980). 
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The result of the permutations of the four dichotomies are 16 distinct personalities. This feature 

plays a vital role in building the proactive chatbot. 

Multimodality: Using the proactive chatbot and applying multimodality to students’ learning 

process can retain students’ attention and explain content in different ways, using text, image, 

video and audio to assist students and effectively improve their learning experience.  

Rating: When the student receives the answer to their question, the chatbot sends a rating scale 

from 1 to 5 where 1 indicates that the student is not satisfied with the answer and 5 that the 

student is satisfied. The chatbot sends the student’s feedback to the knowledge base so that the 

chatbot knows the best and worst answers. This student rating will count, so when other 

students ask a similar question, the system will give questions a weight, which we call bias. 

This way, in the future, lecturers and assistants will be able to delete or improve the worst 

answers in their profiles. After the chatbot has had many interactions with students, all the 

conversations are saved, and the chatbot transformer model is improved by retraining it with 

this new data. 

Suggest Factor: If the student chooses one of the three questions sent by the chatbot, the 

chatbot goes to the knowledge base and sends the answer associated with that question to the 

chat. In this methodology, we mentioned that after predicting student results, we correlate the 

variables to analyse how they interact. To create a correlation table, each variable will have a 

vector of the three most correlated variables. For example, suppose the question is a question 

from the PS2CLH model. In that case, the chatbot will proactively go to the table of correlations 

between the variables and suggest other correlated factors that the student should also pay 

attention. 

Knowledge Database: The knowledge database contains the questions and answers and all 

important information related to them. The Lecturer and the Assistant can also add a new 

subject and add questions and answers to the JSON file. 

Profiles: These are the profiles of the student, the lecturer and the assistant, and these are 

presented in Chapter 5. 

 



70 

 

 

3.4  Summary  

This chapter starts by outlining the general methodologies used in this thesis, which are: 

Quantitative research, Qualitative research, CRISP-DM for the data mining methodology and 

Scrum Methodology. It then presents the methodology for finding the correlation among the 

PS2CLH model factors. It finally introduces a method for building the proactive chatbot 

framework to assist students, using the results of the previous methodology. In a nutshell, we 

started by investigating the literature to build the PS2CLH model that combines the 

perspectives of personality, sense of responsibility taking care of oneself, social class, 

communication, learning and health and well-being to facilitate a student-controllable learning 

factor model. Then we developed a methodology to determine the correlation among the 

PS2CLH model factors and created a method to build a framework designed for the proactive 

chatbot for students. Finally, we built an application that incorporates a proactive chatbot that 

could potentially assist students. The next chapter proposes the PS2CLH model.  
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Chapter 4 The PS2CLH model: Results and Discussion  

 

4.1  Introduction 

The factors influencing a student’s academic performance have been a focus of research for 

decades. Consequently, there is an overwhelming number of studies in this field. Four 

researchers have presented the most influential work.  

The first of these is Professor John Hattie, one of the world’s leading education researchers in 

this field. His ongoing research, Visible Learning (Hattie, J., 2009), focuses on evaluating 

learning and teaching techniques, models of measurement and performance indicators. In 2018, 

Hattie’s Visible Learning research synthesised findings of 1,500 meta-analyses of 90,000 

studies (Hattie, J., 2018).  

Secondly, Rossi and Montgomery’s model focuses mainly on students’ societal context, 

suggesting two distinct scenarios. Firstly, the community environment and the quality of the 

home, and secondly the quality of the school, such as classroom conditions, the curriculum and 

incentives for students (Akama, E., 2017). Thirdly, a research group led by Dunlosky from 

Kent State University in 2013 summarised ten years of literature on the possible enhancement 

of student accomplishment in different conditions (Ericsson, A. & Pool, R., 2016). Lastly, the 

‘Chemer, Hu and Garcia model’ is a longitudinal study carried out by Martin M. Chemers, Li-

tze Hu and Ben F. Garcia at the University of California. They investigated the effects of 

optimism and academic self-efficacy on students’ achievement, commitment to continuing in 

school, health and stress (Chemers, M., et al., 2001). 

These studies present a broad range of research highlighting numerous learning factors 

affecting students’ achievement. Many of these factors are outside students’ control. Even 

though they are aware of them, they may not address issues associated with them on their own. 

For instance, students cannot choose where they are born, and they may not be able to change 

other people’s decisions. However, they can control learning factors such as their attitude, their 

sense of responsibility, their psychology, behaviour, self-responsibility skills, and most cases, 

their physical health. Furthermore, students have responsibility for their communication and 

how they want to study and learn. However, there is a gap in the literature where those 
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perspectives are associated and find the correlations of  the students’ controllable factors 

(Akama, E., 2017) .  

This thesis proposes the PS2CLH model as a basis for finding the correlation among the 

controllable factors by predicting students’ academic results to create the students’ profile. The 

PS2CLH  model is a student-controllable learning factor model that combines the perspectives 

of Psychology, Self-responsibility, Sociology, Communication, Learning and Health & 

wellbeing (PS2CLH). The research first required ethical approval from the university to 

experiment with students, as the proposed model used qualitative methods to identify 

underlying factors effecting academic achievement and selected controllable factors. The 

factors which were identified as influencing students’ performance were then used to build the 

questions for the PS2CLH model. We then built the web-based questionnaire using Scrum 

methodology. The data was collected through a self-evaluation web-based questionnaire. The 

past performance of each student and factors affecting it were then quantified. The CRISP-DM 

Methodology was used to analyse the data and build the model. The final step was to predict 

students’ performance, evaluate the importance of the attributes and determine the correlation 

among the factors and clusters of students. It is important to remember that making a realistic 

prediction of students’ performance requires several elements and variables, such as lecturers’ 

expertise, university conditions/quality, students’ family and other factors. However, this 

research focuses on finding the correlation among students’ controllable academic factors. 

This study investigates the impact of students’ controllable factors on student achievement. 

Therefore, the focus of the proposed PS2CLH model is on factors that students can control so 

that they are aware of how such factors influence their achievements and can then take action 

to address these issues independently (or with a chatbot assistant or via mentorship 

programmes).   
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4.2  Proposed PS2CLH’s model 

PS2CLH model is a student-controllable learning factor model for enhancing students’ ability 

to control their performance, which combines the perspectives of Psychology, Self-

responsibility, Sociology, Communication, Learning and Health & wellbeing. In this research, 

soft skills are referred as ‘self-responsibility’. This research acknowledges other perspectives 

such as religion, spirituality, positive thinking and the law of attraction, among others. 

However, the proposed model excludes them as there has been no  scientific study showing 

the correlation of those perspectives and  students’ academic performance. 

The proposed PS2CLH’s model is based on an abstract umbrella concept of perspectives. 

Knowing that each perspective covers a large spectrum of learning factors which affect 

students’ performance, the model will be adapted to the reality of each country or university. 

They will select perspectives in such a way only the most influential learning factors are 

included, since each University face different challenges.  

 

 

 

 

 

 

 

 

 

 
 

 

 

Figure 19 presents a diagram of the PS2CLH model, showing three stakeholders, namely the 

chatbot assistant, lecturers/assistant and students together with six issues which directly affect 

students’ results.  

The model was inspired by the child development and early learning field (Landry, S. H., 

2014). This field develops children’s critical skills through interactive play in a safe and 

engaging environment, covering the domains of child development including cognitive 

development; general learning competencies; socioemotional development, physical 

Logical PS2CLH Diagram 
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Psychological 
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Figure 19 - Logical Diagram, PS2CLH, 2020 
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development and health (Committee on the Science of Children Birth to Age 8: Deepening and 

Broadening the Foundation for Success, 2015). The categorisation of child development and 

early learning stems from a variety of sources.  

There is therefore no single best categorical organisation. Indeed, it is essential to recognise 

that the perspectives shown in PS2CLH Fig. 17 are not easily separable. For instance, general 

cognitive processes such as persistence and engagement also relate to learning competencies 

(Committee on the Science of Children Birth to Age 8: Deepening and Broadening the 

Foundation for Success, 2015).  Nevertheless, PS2CLH identifies the main factors affecting 

students’ achievement which are under students’ control in their daily life, and recognises that 

they are interactive and mutually reinforcing rather than hierarchical (Committee on the 

Science of Children Birth to Age 8: Deepening and Broadening the Foundation for Success, 

2015).  Therefore, for future students’ representation, the diagram merges six perspectives into 

three pairs. 

 

Figure 20 - PS2CLH perspectives 

 

The “P” in PS2CLH stands for Psychology and the “S” for Self-responsibility. These two 

perspectives relate to mental skills, where Psychology represents hard skills or cognitive skills 

and Self-responsibility soft skills. In addition, both perspectives relate to students’ internal state, 

in that one controls the psychological state and the other relates with what to do with the feelings 

or emotions such as willingness, passion, and persistence. They are incorporated in the model  
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because they are directly related to student performance, and most of the factors affecting 

students’ performance are under students’ control. It should be bear in mind that there are also 

psychological factors which are out of students’ control such as genetic factors and IQ.  

Likewise, the diagram incorporates  Sociology (“S”) and Communication (“C”), so the social 

perspective covers elements such as social interaction, relationships with family and friends’ 

and the study environment. Communication is essential for human interaction, allowing one to 

express and understand others; in this diagram, communication covers understanding and 

linguistic elements. Excellent communication is vital in the learning process, and it seems that 

it could be under students’ control.  

The “L” in the diagram indicates  learning and the “H” health & wellbeing, which to a large 

extent is mental and physical health and wellbeing.  It is the students’ responsibility to stay 

healthy, and this affects their learning. The diagram also  covers learning strategies and study 

elements.  The model itself is supported by previous research. Some of the scientific literature 

to support the proposed PS2CLH’s model is presented below.  

 

4.3 Psychology and Self-responsibility 

Students’ psychology has a direct impact on their performance. According to Hattie’s list of 

factors that affect students’ academic performance, a wide range of studies support the idea 

that psychological learning disabilities such as autism, dyslexia and ADHD negatively affect 

learners’ academic performance. On the other hand, considerable research has proved that 

psychological interventions for students with learning needs positively impact their 

achievement. A student psychology is described as having cognitive skills, which contrast with 

non-cognitive or soft skills. Again, in this research, soft skills are referred as ‘self-

responsibility’.  

The term ‘self-responsibility’ is associated with non-cognitive skills since it is related to 

“personal choice and learners’ willingness”, in contrast to genetic or cognitive skills. ‘Self-

responsibility’ skills are behaviours, strategies and attitudes that underpin victories in life, such 

as resilience, beliefs and self-control. The concept of ‘non-cognitive skills’ was coined by 

Gintis and Bowles (Bowles, S. & Gintis, H., 1976) to call attention to the other factors  not 

those factors measured by cognitive test scores. Bowles and Gintis emphasise the role of 
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perseverance, motivation and attitudes in addition to academic skills and IQ as factors 

contributing to accomplishment. Others offer additional support for this view, confirming the 

vital role of non-cognitive skills such as students’ attitudes and determination in influencing 

social behaviour and students’ results and health (Bowles, S. & Gintis, H., 1976).  

To determine academic and employment outcomes, non-cognitive skills are increasingly 

considered to be as significant as or even more significant than IQ or cognitive skills. Indeed, 

growing attention is now being paid in the United Kingdom by policymakers  to how non-

cognitive skills could be developed in young people and children (Lesli, G. M. & Ingrid, S., 

2013)The well-known scientist Michio Kaku said that when they looked at all the different 

theories about what makes a successful person they realised that almost all of them were wrong 

because it has been verified, for instance, that high IQ does not determine of  a person’s success 

(Kaku, M., 2018).  

When Kaku asked which particular psychological test correlated with success in life, he found 

that the marshmallows test predicts people’s success. The marshmallow experiment, which  

was created by Walter Mischel, who studied delayed gratification in young children, 

emphasises self-control in human growth. The experiment consists of asking a child if he/she 

wants a marshmallow at that moment or two marshmallows an hour from then, and the children 

that wanted a marshmallow immediately tended to be those who wanted shortcuts, or those 

who did not want to put in hard work (Mischel, W., 2015) Resisting the marshmallow and the 

success of self-control are the focus of studies such as “Grit”, the power of passion and self-

control by Angela Duckworth (Duckworth, A., 2017). 

‘Grit’ and Self-control are two of the non-cognitive skills which have a strong correlation with 

outcomes. However, these skills seem more closely correlated with a steady personality than 

soft skills (Lesli, G. M. & Ingrid, S., 2013). On the other hand, interventions developed by 

Wilson in his book titled “REDIRECT” (aiming to changing the stories we live), showed long 

term positive outcomes for students (Wilson, T., 2013). Moreover, these academics have 

suggested that employment outcomes and education would benefit from investment in and 

development of these non-cognitive factors and help close the gap between disadvantaged and 

advantaged young people (Lesli, G. M. & Ingrid, S., 2013).  

To summarise these psychological and self-responsibility perspectives, the 

psychological/cognitive skills represent students’ internal state, and the self-responsibility/non-
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cognitive skills are related to their decision-making. The next section presents an examination 

of sociology and communication perspectives.  

 

4.4  Sociology and Communication 

Communication and Social relationships play an essential role in students’ performance. 

According to Noble (Noble, J. P., et al., 2006), there is a strong correlation between students’ 

academic results in secondary school and their academic activities, awareness of the study 

strategies they use, parental guidance, family income and their parents’ level of education 

among other factors However, students’ social relationships (friends and family) and their 

homes seem to be forgotten by most of the literature. For instance, the environment at school 

or university (Laiqa, R., et al., 2011) supports the idea that school facilities affect the education 

process. Rossi and Montgomery’s model also reinforces this idea, focusing mainly on student’s 

social context, which leads to two distinct factors - the quality of the school climate and 

curriculum, and the quality of the home and community environment (Chemers, M., et al., 

2001). Laiqa, et al. (2011) also argue that the environment directly effects students’ academic 

performance (Laiqa, R., et al., 2011). 

Therefore, the architecture of the home is important. The shape, colour, texture, scale, 

proportion and quality of illumination link to the quality of the environment, and these factors 

impact human and cultural behaviour. Although most of the research focuses on schools rather 

than residences, they draw attention to the fact that building conditions associated with personal 

comfort affect students’ performance. Lawson and Bacolod support this argument, 

emphasising the importance of the supply of essential services - for instance, claiming that “the 

better luminosity in learning environment improves the concentration of lecturers and students” 

(Laiqa, R., et al., 2011). It should be remembered that people’s environment is dynamic and 

constructed out of family and social relations. 

Family structure has a direct impact on student’s achievement. Bankston and Caldas’ research 

states that non-single-headed families (i.e. two-parent families) are six times more likely to be 

wealthy than single-headed families (Bankston, C. L. & Caldas, S. J., 1998). Consequently, 

students in single-headed family environments will have to live without a father or mother 

figure and with financial difficulties. Mulkey et al. (1992) also claim that  family structure 
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influences school performance. Furthermore, Bankston and Caldas (Bankston, C. L. & Caldas, 

S. J., 1998) reinforce the idea that students’ family structure impacts educational success, not 

only socioeconomic status.  

Social communication skills also play an essential role in students’ achievement. That means 

that differences between the language used at home and that used on campus can cause 

problems. Moreover, it raises a double awareness of the process of adapting to a different 

language environment. On the other hand, according to Abdullah (Abdullah, A., 2005), 

students who have good English and excellent communication skills do better. Furthermore, 

William & Burden (Williams, M. & Burden, R. L., 1997) discovered that the spoken language 

in the classroom gives students the confidence to discuss, use the new terminology to 

communicate and to experiment with different ways of conveying meaning, as well as dealing 

with failures and successes. In brief, the social perspective encompasses the student’s external 

environment, and communication is the student’s understanding of the bridge between external 

and internal dialogue. We will now turn to learning and health and wellbeing. 

 

4.5  Learning and Health & wellbeing 

Learning techniques and students’ health and wellbeing directly affect their academic 

performance. An outstanding monograph, “Improving students’ learning with effective learning 

techniques” (Kent State University, 2013), presents ten years of literature indicating that these 

factors can enhance student accomplishment across various environments. The study focuses 

on practical learning techniques in a research group led by Dunlosky (Dunlosky, J., et al., 2013). 

Active learning strategies led to positive results in students’ academic performance. Ericsson is 

considered to be the research leader in the study of what makes people great in what they do. 

He coined the term “expertise”, inspired the 10,000 hours rule and created the deliberate practice 

technique. For 30 years this has been a powerful method for helping children to develop 

expertise in practical learning. In his recent book, “PEAK”, Ericsson calls attention to 

purposeful practice, divided into the four components of: 1. Having a clear goal, 2. Intense 

Focus, 3. Immediate feedback and 4. Get out of their comfort zone (Ericsson, A. & Pool, R., 

2016).  

Health & wellbeing is the other factor that has a significant impact on students’ performance. 

According to Singh, there is a correlation between physical activity and scores on various 
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subjects. She argues that “there are, first, physiological explanations, like more blood flow, and 

so more oxygen to the brain. Second, being physically active means that there are more 

hormones produced like endorphins. Also, endorphins make the stress level lower and improve 

the mood, which means better performance” (Singh, A., 2012). Likewise, students involved in 

organised sports are more focused in the classroom. However, differences among the 

observational studies lead Singh to declare that it is impossible to establish correlations between 

the amount or kind of activity and the level of academic enhancement (Singh, A., 2012). In a 

nutshell, the learning and health & wellbeing perspective represent the student’s strategy to deal 

with learning techniques and action toward a personal healthy life. 

To test the effectiveness of the model proposed, we conducted two experiments to test it with 

Angolan students. 

 

4.6  The Experiments: Setup, Results and Discussion 

The Research Questions are: 

1. How can the impact of the assistant on the student’s academic life be investigated?  

2. How can a structure be built  to assist students at universities that combines factors 

perspectives such as Psychology, Self-responsibility, Sociology and more, and which 

incorporates  the university focus on those student-controllable learning factors which most 

affect students’ academic performance to support students in dealing with them?  

3. Is there a scalable and cost-efficient way to deal with student-controllable learning factors 

in students’ academic subjects to facilitate student - lecturer interaction at universities using 

new technologies such as Artificial Intelligence, Natural Language Processing and Deep 

Learning?  

4. How can an application be built which incorporates an AI student learning assistant tool that 

could assist students in dealing with students-controllable factors? 

To answer these questions, two experiments were carried out with students using the 

PS2CLH model. At the end of each session, we presented the results and made a disclaimer. 
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The first experiment was carried out at the beginning of 2018, from March to May, at the 

Universidade Católica de Angola. All that was done on this occasion was to collect the 

students’ data. The researcher was not present. Nevertheless, we took the first step towards 

determining correlations among the PS2CLH model factors. It should be noted that the health 

and well-being area was not included in this first experiment, and only added in the second 

experiment. We started with a qualitative survey to identify the academic factors that most 

affect students, and then developed the web-based questionnaire. Once the student data had 

been collected, the quantitative research was completed using SPSS Modeler statistics and data 

mining software. The same software was used to develop the prediction model, the attribute 

importance and the correlation among the variables. 

The second experiment was carried out at the end of 2018, from September to November, at 

the Universidade Católica de Angola. The health and wellness area were added for this 

experiment, and the methodology for finding the correlations among the PS2CLH model 

factors was implemented fully. Approval was first obtained from the London Metropolitan 

University and the Universidade Católica de Angola. We reviewed the results and experience 

of the first experiment, which made us add health and well-being to the questionnaire and 

reduce the number of factors in each area. We then built the web-based questionnaire and 

collected data from the students, and then analysed the responses using SPSS Modeler statistics 

and data mining software. Using the same software, we developed the prediction model and 

determined the importance of the attributes and the correlation among the variables. 

 

4.6.1 First Experiment, without Intervention 

As previously mentioned, in this first experiment, our aim was simply to find the correlation 

among the PS2CLH model factors and to start the qualitative research. 

Qualitative research to develop the survey: Due to the lack of published research papers in 

Angola on the factors that most affect the academic performance of Angolan University 

students, we researched international publications describing studies which had been carried 

out in this area, and found four significant references. 

We interviewed students over the phone, trying to find out what they thought about the 

academic problems they were experiencing. We also conducted interviews with specialists in 
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Angola in psychology, sociology, communication, pedagogy and nutrition. Finally, we collated 

the information and identified the variables presented in the table below. 

 

Experiment 1: P2SCL variables in the Angolan Context 

Psychology  State of stress,   Depression,   A generalised anxiety or fear, Restlessness,   Excessive use 

of alcohol,   Sleep problems,   Feeling that there is a void in my life which  influences my 

hours of study, I feel that I undervalue myself, I feel that I have some psychological 

problems that I cannot specify, Autism,   Chronic fatigue syndrome, Pervasive 

development disorder, Sensory ,   Processing-disorder 

Self-

management  

Set priorities, Establish and achieve personal goals, Time management, Aim for 

excellence in everything you do, Management of stress related to studying, Coping 

strategies, Procrastination, Immediacy, Resourcefulness, Accept responsibility, Accept 

change, On average how many hours studying per day 

Sociology  Violence and/or gangs, Cheating in tests, Studying and working, Bullying, Sexual 

harassment, Family income, Sensual images, Discouragement and negativity, Long 

distance,   Existence in my family of certain beliefs and habits, Living conditions,   Lack 

of electricity, water and sanitation,   Lack of a public transport network,   Structures and 

services offered by the University, On average how many hours you play/distraction per 

day  

Communication Interpersonal communication, Speak fluently, Understand the lecturer in the classroom, 

Understanding and interpretation of reading, Expression, Verbal dyspraxia, Grammar and 

vocabulary, Stuttering or typology of disfluencies, Nonverbal expression, Problems 

specific to learning that influence my communication, Total communication 

Learning Last year’s grades, Dyscalculia, Attention problem, Preparation of a questionnaire, 

Highlighting and underlining, Use of images for text comprehension, Practicing 

interleaving, Practice tests, Reread, Distributed study, Self-explanation, Preparation and 

presentation, Set a plan to review, Prepare summaries, Dyslexia, Dysgraphia, 

Dysorthographia 

Table 3 - Experiment 1 Variables identified in the Angolan Context 

The table above presents the variables or factors affecting Angolan students’ academic 

performance. When students fill in the web-based questionnaire, there is a value for each 

answer, and the sum of these makes the coordinate; when they complete it, it automatically 

calculates the cluster. Thus, we limited our choices to simple techniques that students could 

implement without any assistance (e.g., without requiring advanced technology or complex 

tests (tests that take hours to execute) that would have to be prepared by experts). 

Developing the questions for the PS2CLH model: Initially, we used the most frequently cited 

questions in the interaction with students and experts. The first questionnaire consisted of 16 
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Psychology, 13 Self-management, 15 Sociology, 9 Communication, and 17 Learning questions 

(see Appendix). Each question had five multiple choice answers, with a 5-point Likert scale 

response. Due to the author’s lack of experience, this first experiment had more questions than 

the second one (see “Table 3 - Experiment 1 Variables identified in the Angolan Context”. 

However, we had positive feedback from 15 students, confirming that the questions were 

straightforward. This also enabled us to develop a web-based questionnaire. 

 Building the web-based questionnaire using Scrum Methodology: We used the Scrum 

methodology to develop the web-based questionnaire. The questions are multiple-choice, with 

a 5-point Likert scale response; we used the radio button for student responses. The 

questionnaire was constructed in such a way that each question has a value which depends on 

the student’s answer. The results of the first questionnaire are presented below. 

 

Each factor or question had an explanation of what it means. The students selected the best 

option in accordance with their personal reality. This completed the data collection phase of 

our research.  

The quantitative research: The data was collected in Luanda, the capital of Angola, at the ICT 

laboratory of the Universidade Católica de Angola, and was grouped into five categories: 

Psychological, Sociological, Self-Management, Communication and Learning. Respondents 

had to react to each statement by choosing from ‘Strongly Disagree’, ‘Tend to Disagree’, ‘Do 

not know’ ‘Tend to Agree’, and ‘Strongly Agree’. Initially, the population sample included 600 

Figure 21 - P2SCL form wizard 
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students from different courses and years. However, after the cleaning process, we had around 

554 students aged between 20 and 30 years old. After this exercise, the web-based 

questionnaire was built, and we developed a query to extract the data from the MySQL Server 

to a Microsoft Excel document. 

Start CRISP-DM Methodology to Analyse the Data and Build the Model 

In 2018 the SPSS Modeler software was among the best freely available tools students’ for 

statistics and data mining. It had more than 30 models for forecasting. The best thing was  that 

it was free for London Metropolitan University students, and that is why it was chosen for data 

analysis in this research. Figure 22 above presents the phases in the construction of the 

predictive model. 

The CRISP-DM methodology starts with understanding the business and data (universities in 

our case), understanding the goals and company requirements from a business perspective, 

turning these into a data mining application, and then developing a plan for solving the 

problem. A better understanding of the problem we intended to solve was achieved through 

qualitative research and analysing the data this produced.  After extracting the data in an Excel 

Figure 22 - SPSS Modeler CRISP-DM Prediction diagram 
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file, we entered the data types for each field in the file to better understand the data. The 

questions were in scalar form from 1 to 5. The target variable was the results of the student’s 

last academic year, converted into a binary data format. Data preparation involved extracting, 

cleaning and processing the data for use by data mining algorithms. The next step was data 

cleaning, and this was done by deleting incomplete records and those that had only one answer. 

We also deleted the extremes. Initially there were 600 records, but after cleaning we were left 

with 554. 

As we were familiar with how the education system works in Angola, we understood and 

prepared (ETL – extract, transform and load) the data, then created the models and evaluated 

them. After finding a likely result, the model was deployed on the basis of that result.  Figure 

23 presents the best data partition for this specific data after testing other combinations: 

Training 50%, Test 25%, Validation 25%. 

 

 

 

 

After data partitioning, we trained, tested and validated the data. We evaluated the partitions 

and applied statistics and algorithms to determine  the correlations between the variables as a 

function of the target variable. Then the tool presents the best models results for our data. 

Modelling: This modelling phase  select algorithm to be used for an efficient modelling 

process. Many algorithms require a clean data sample, causing multiple returns to the data 

preparation stage. Figure 24 below shows the results for overall accuracy (%) for the validation 

dataset, which took less than one minute  to process. The empty “No. Fields Used” column 

indicates that the model used the most that number of variables to predict. 

Figure 23 - Partition table 
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Figure 24 - Models results 

Discussion: The analyst evaluated many models before completing the modelling phase. The 

aim now was to evaluate the models against the vision of the objectives. We did that by 

checking that there were no gaps or inconsistencies concerning the principles of the research 

objectives. Figure 24 above presents the results of the five best models from 20 different types 

of models. The best is Random Trees 1, offering 90.74% Overall Accuracy, and using 9 fields 

(presented in the next section) among 66 fields (from Table 3 above); The second best is 

XGBoost Tree1, with 85.6% Overall Accuracy.  

It seems that students spend too much time on entertainment. The responses “aim for excellence 

in everything you do” plus “establishing and achieving personal goals” suggest that the time 

that students spend on distractions such as social networks, Facebook, YouTube and Twitter 

are game-changing for top students. Responses to ‘1. Having a clear goal’, ‘2. Intense Focus’, 

‘3. Immediate feedback’, and ‘4. Get out of your comfort zone,’ seem to be in harmony with 

the literature reviewed in relation to the marshmallow factor or delaying instant gratification 

and deliberate practice. After selecting the best model, we used it to forecast student results. 

Predicting students’ performance, Attribute importance and Correlation: The current tool 

presented some limitations, it cannot explain some procedures, so we are first going to explain 

how Person Correlations and Attribute Importance are defined.  A predictor variable is a 

variable that is used to predict some other variable or outcome. The importance of a Variable 

is calculated by the sum of the decrease in error when split by a variable. Relative importance 

is variable importance divided by the highest variable importance value so that values are 

bounded between 0 and 1 (Chauhan, A., 2017). The predictor importance chart helps one do 

this by indicating the relative importance of each predictor in estimating the model. Since the 
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values are relative, the sum of the values for all predictors in the display is 1.0. Predictor 

importance does not relate to model accuracy, but only to the importance of each predictor in 

making a prediction, not whether or not the prediction is accurate. Variable importance 

evaluation functions can be separated into two groups: those that use the model information 

and those that do not. The advantage of using a model-based approach is that it is more closely 

tied to the model performance and that it may be able to incorporate the correlation structure 

between the predictors into the importance calculation, regardless of how the importance is 

calculated (Chauhan, A., 2017).. 

Pearson’s correlation coefficient is the statistical test that measures the statistical relationship 

or association between two continuous variables.  It is regarded as the best method of measuring 

the association between variables of interest because it is based on the method of covariance.  

It gives information about the magnitude of the association or correlation, as well as the 

direction of the relationship. 

Properties 

Limit: Coefficient values can range from +1 to -1, where +1 indicates a perfect positive 

relationship, -1 indicates a perfect negative relationship, and 0 indicates that no relationship 

exists. 

Pure number: A pure number is independent of the unit of measurement.  For example, if one 

variable’s unit of measurement is inches and quintals are used for the second variable, even 

then, Pearson’s correlation coefficient value does not change. 

Symmetric: The correlation of the coefficient between two variables is symmetric.  This means 

that between X and Y or Y and X, the coefficient value will remain the same. 

Degree of correlation: 

Perfect: If the value is near ± 1, then it said to be a perfect correlation: as one variable increases, 

the other variable also tends to increase (if positive) or decrease (if negative). 

High degree: If the coefficient value lies between ± 0.50 and ± 1, then it is said to be a strong 

correlation. 
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Moderate degree: If the value lies between ± 0.30 and ± 0.49, then it is said to be a medium 

correlation. 

Low degree: When the value lies below + .29, then it is said to be a small correlation. 

No correlation: When the value is zero. 

(Statistics Solutions, 2020) 

The Pearson correlation coefficient measures a linear relation and can be highly sensitive to 

outliers. In such cases one prefers the Spearman correlation, which is a robust measure of 

association (Profillidis, V.A. & Botzoris, G.N., 2018). 

 

Equation 12 – Pearson Correlation coefficient 

 

The Pearson correlation coefficient (also known as the “product-moment correlation 

coefficient”) is a measure of the linear association between two variables X and Y. It has a 

value between -1 and 1 where: 

-1 indicates a perfectly negative linear correlation between two variables 

0 indicates no linear correlation between two variables 

1 indicates a perfectly positive linear correlation between two variables. 

(Profillidis, V.A. & Botzoris, G.N., 2018) 

 

One of the findings was that we could reduce the number of variables from 66 to nine to build 

the models, which would have a reasonably high prediction accuracy level. By improving those 

nine variables, we could build a blueprint to guide or mentor a student to obtain better academic 

results, with an accuracy of approximately 91%. This is presented at figure below. The variable 

‘having the average hours students play/distractions per day’, has the most significant predictor 
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Figure 26 - Variables' Correlations 

importance, followed by the variables “Aim for excellence in everything you do”, “Establish 

and achieve personal goals”, “Practice Tests”. 

 

Figure 25 - Predictor Importance Random trees 1 model 

The first experiment gave  the following results regarding predictor importance variables. 

“Having the average hours’ students play”/”Distractions per day”, the most important 

predictors are followed by the variables "Aim for excellence in everything you do", "Establish 

and achieve personal goals" and "Practice Tests" among others. The results for predictor 

importance in the second experiment were similar to those in the first experiment. The 

correlation between the variables was determined in both the first and the second experiments. 

After completing the questionnaire, the students had coordinates based on the answers given. 

The two experiments revealed a pattern in the type of student. We will develop this topic further 

in discussing the next experiment, where we explain how we built the clusters.  

Establishing the correlation among the variables allows us to add the proactivity function to 

the chatbot, because it will suggest the correlated factors related to the current students’  factors 

Below are three variables correlated with the target variable. 
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4.6.2 Second Experiment, with Intervention 

In describing this second experiment, we will further discuss the phases that were not covered 

above, thus further developing those that were not referenced and avoiding redundancy in 

explaining the phases. In addition, we will explain and discuss the usability of creating 

clustering and 3D representation. 

This second experiment was different from  the first experiment. In this second experiment, the 

researcher will travel to Luanda, Angola,  to collect data and interact with students. When he 

comes back to London, the interventions will continue with the selected group of 25 students 

from the total experimental population of 500 through WhatsApp, phone calls, local lecturers 

and assistants to help other students. 

Phase 1: (Research Ethical approval) To be a credible and official scientific experiment, the 

experiment needed the initial approval of the Universidade Católica de Angola in Luanda, 

Angola. Angola is a developing Southern African country which gained independence in 1975 

and then lived in a state of civil war until 2002. The war left many psychological and social 

traumas which affected the Education System directly; as a result, the level of students’ 

academic performance is very low (United Nations Children’s Fund, UNICEF, 2011). There 

have been no scientific studies on the relationship between factors affecting students’ 

achievement. Therefore, the variables selected reflect common assumptions about the factors 

that most affect students’ performance. They also reflect the Angolan reality. 

Variables were chosen which do not require intervention by an expert or anybody else.  

Research ethics play a vital role in our research (please find attached a document from London 

Metropolitan University).  Confidentiality was therefore important in this study, and all student 

participants must be respected. Consequently, students were able to withdraw and refuse to 

participate in the project at any time (Research & Enterprise Development Centre, 2014). 

Students have the freedom to be anonymous. Angolan Universities do not have any clear 

research ethics approval procedures. We therefore went through the following steps: 

1. we obtained written confirmation that such a framework does not exist in the country and 

written permission for the proposed research from the university.  

2. we applied for a level of research ethics approval similar to that required for UK-based 

research (Ellison, G., 2013). . 
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Once the research was approved, we started preparing the experiment by examining the 

University rules and deciding which data were more relevant in the Angolan context. 

Qualitative research to develop the survey: The required qualitative research was carried out 

in the first experiment, and   we used the results of that investigation as a basis for this second 

experiment. The experience we had acquired enabled us to improve the research. We were 

examining specifically the factors controllable by students, which affect their academic 

performance in terms of psychology, self-responsibility, sociology, communication, learning, 

and student health and well-being. This was the basis for developing the questions. Table 4 

below shows how this is different from the first experiment (as shown in Table 3), in that it has 

a reduced number of variables. 

Experiment 2: P2SCL Variables in the Angolan Context 

 

Developing the questions for the PS2CLH model: After we had completed the first 

experiment, we concluded that we should reduce the number of variables. Furthermore, the 

variables should be factors that did not need external or expert evaluation.  

Building the web-based questionnaire using Scrum Methodology: We used the Scrum 

methodology to develop the web-based questionnaire. The questions were multiple-choice with 

Perspectives PS2CLH variables in the Angolan Context  

Psychology  Stress; depression; anxiety or fear; Disturbance of the mode of being; Belief in witchery; Low 

self-esteem; Unspecified psychological problems 

Self-responsibility  Set priorities; Establish and achieve personal goals; Time management; Aim for excellence; 

Procrastination; Immediacy; Accept change; Hours of study per day 

Sociology  Studying and working; Bullying; Family income; Sensual images; Discouragement and 

negativity; Long distance; Certain negative beliefs and habits; Bad living conditions of 

habitability, Lack of electricity, water or sanitation; Lack of public transport; hours of 

play/distraction per day 

Communication Linguistic fluency; Understanding the lecturer in the classroom; Understanding and 

interpretation of reading; Expressing oneself; Grammar and vocabulary; Stuttering or typology 

of disfluencies; Learning problems  which impact my communication  

Learning Preparation of a questionnaire; Highlighting and underlining; Practice tests; Reread; Distributed 

study; Self-explanation; Prepare summaries; Problems with calculus and mathematics 

Health & wellbeing Regular physical activity and exercise; Feeling mentally healthy; Plenty of energy during study 

time; Eating healthily; Rest body and mind; Sleep problems. 

Table 4 - Experiment 2 Variables used in the Angolan Context 
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Figure 27 – Process for Predicting Students’ Performance  

5-point Likert scale responses; the radio button was used for student responses. The 

questionnaire was constructed in such a way that the value of each question depended on the 

student’s answer. 

Collecting Student Data – the beginning of quantitative research: Our second questionnaire 

had questions on 7 Psychology, 8 Self-responsibility, 12 Sociology, 7 Communication, 8 

Learning, and 6 Health & Well-being, each with Likert scale multiple choice responses. The 

aim was to research 500 students from the Universidade Católica de Angola with the 

University’s permission from September 2nd to November 28th between 07:00 and 22:00. 

‘Student’ was defined as a student who was studying at the University on the day of the survey. 

Participants were given 20 minutes to complete the form. 432 completed records were included 

in the data analysis. 

Using CRISPDM Methodology to Analyse the Data and Build the Model  

 

 

 

 

 

 

 

 

 

 

 

 

Above, we present the process for predicting students’ performance. It starts by collecting data 

from an Excel document, classifying the types of variables, and cleaning the data. Then the 

data is partitioned into training, validation and test data and different models are applied. Next, 

we evaluate their performance and select the best one. Finally, we save the processed report 

and the prediction model into a database and an Excel document.  
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Phase 2: (Experiment preparation, Understanding the Business and Data) Our understanding 

of the business and the data was based on the previous experiment. Therefore, we started our 

second experiment having as a reference point the variables of the first experiment. We 

therefore reduced the number of variables which had less impact on the prediction model and 

kept those with the highest score for predictive importance. We also added a new area, namely 

Health & wellbeing, and changed Self-Management to Self-Responsibility.   

We then informed the students about the research, organising a conference with those who 

were interested in the research. We explained the project and told them why we needed their 

participation. They spread the message to their classmates. The data collection day was set, and 

the web questionnaire was installed in the ICT laboratory. Due to the large number of students 

who were interested in the research, we organised a team to direct the students to the venue for 

the data collection and help them if needed in filling in the questionnaire. We also developed 

an online application to collect the students’ data using PS2CLH variables.  During the data 

collection process, the team helped students with lab networking and technical issues for filling 

in the web questionnaire. 

To collect data on students’ controllable factors which affect their performance using a 

multiple-choice self-evaluation questionnaire is not the ideal scientific method. There is a 

dilemma in relation to the number of variables and testing whether  the student is affected by 

that problem. Psychology has a test for each problem, which takes a considerable time to 

complete. Because of the number of PS2CLH model variables, such a test is not practical. 

Students will not stay more than two hours to fill in a questionnaire. and the diagnoses  of 

factors for the model does not require external specialist tests. The test we used therefore shows 

the symptoms related to each factor, which makes the process practical and efficient. According 

to the positive results of the PS2CLH model, the variables selected are directly correlated with 

students’ results, which leads us to suggest that the selected areas and variables are the right 

choice for our study. 

The target sample population was around 540 students from different courses, aged between 

20 and 25 years. Based on our extensive knowledge about Universidade Católica de Angola 

students, we prepared a venue for collecting the data. We selected one class to collect data 

from. 25 students were selected from a group of 50 students to work on some interventions 

with the researcher. The purpose was to guide/assist those students for three months, and then 
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compare the final academic results of the 25 selected students who received assistance with 

those of 25 students who did not get any external assistance. We created a WhatsApp group to 

assist those 25 students for three months. 

We discussed the problems with all 25 students and the many reasons for them, which showed 

what the best sort of intervention should be. First, we looked for a common denominator; but 

it was a real challenge to find a common problem by talking to the students. Then, having 

prepared the ICT laboratory for our experiment in the ‘understanding business and data’ phase, 

we started collecting the data by asking the students to fill in the questionnaire. 

Phase 3: (Filling in the Questionnaire) This phase will further help understand the impact of 

the academic factors that affect students’ performance and make them aware that their daily 

choices directly impact their academic results. In this phase, we had to identify a typical 

academic factor which students encountered. We found that they spent a lot of time on 

distractions such as social networks, games, TV series, listening to music and so on. Therefore, 

we tried to show them how much time they spent on distractions, and the aim was to calculate 

the amount of time they spent on non-productive activities. 

We asked students, on average, how many hours they spent per day on distractions. They spent 

6 to 9 hours per day enjoying themselves. We then asked each student individually to use a 

calculator and calculate how much time they spent per year on  distractions. Taking the average 

hours they said they spent per day, which was 7.5 hours per day, and multiplying that by 7 days 

(7.5 * 7) gives 52.5hours per week. (52.5 * 4 weeks = 210) hours per month. (210 * 12 months 

= 2,520) hours per year. (2520 / 24hours = 105) days per years. (105 / 30 = 3.5) months per 

year. On average, then, they spent 2,520 hours, or 3.5 months per year, on non-productive 

activities. This result shows 24 hours awaken per day of non-productive activity  during 3.5 

months. Here we confess that we applied some motivational tactics to get their attention. They 

were shocked at what this showed, and became interested in changing their addictions and 

improving their academic results. 

To achieve our target, we had to motivate the students. We gave them an incentive – something 

they liked. We bought the best chocolate we could get. Even though it was expensive, we could 

afford it. We told them that if they brought another student, they could have more chocolate. 

This was the sweet phase of the experiment. The euphoria and enthusiasm were palpable. With 

a team of about seven volunteer students to support other students in completing the form, we 
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finished this phase in two weeks. After that, the researcher had to go back to London to continue 

other work on the research. We used a machine learning mechanism to process and model the 

data. 

Phase 4: (Data Processing and Modelling) This research used two approaches to select 

algorithms for an efficient model process and to model the data: The first was IBM® 

SPSS®Modeler, which is a predictive analytics platform designed to bring predictive 

intelligence to individuals, decision, groups, systems and the enterprise. The second was the R 

language programming, used for processing and modelling the data.   

As we mentioned before, the population sample comprised around 540 students from different 

courses and aged between 20 and 25 years. We processed all the data by applying machine 

learning models and algorithms.  

 

Figure 28 – Importing required libraries 

The figure above, shows the importing required libraries and reading the data from 

dadosAluno2018_19.xls file  into a data frame. 
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Figure 29 – Displaying the dataset 

Figure 29, display our dataset information. Here we remove the first level to get k-1 dummies 

out of k categorical levels by setting the drop_first parameter to True. 

 

Figure 30 – Dataset Information 

Displaying the dataset information, the number of variables used. 
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Figure 31 – Target variable 

The above figure shows the target variable distribution. Checking on the target variable 

distribution to check if the dataset is balanced; in our case, this is imbalanced data. 

 

Figure 32 – Training, test and confusion matrix 

We are applying Standardscalar to standardize the features (to deal with the imbalanced 

dataset). Then we split the dataset into training and testing. We used the SMOTE function 

during the data training to further improve the model in an imbalanced dataset. Finally, we plot 

the Confusion Matrix that shows promising results.  
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Figure 33 – ROC AUC score, Accuracy, Precision, Recall and F1 score 

We were running logistics regression on the imbalanced training dataset. Then we used 

performance metrics to evaluate the model’s efficiency. First, we used the ROC AUC score, 

meaning the area under the Receiver Operating Characteristic curve or AUROC (or 

AUC/ROC). It is commonly used to evaluate classification models.), precision, recall and F1 

score (vary from 0 to 1, where 1 is the perfect model) are all used to measure the accuracy of a 

model. 

We can see that we have a very high ROC AUC score of 0.88, an excellent accuracy of 0.935, 

and a precision = 0.76. The recall and F1-score are also excellent, close to 0.79. This result 

demonstrates that we have a good model, a correlation between the factors or variables, and a 

clear pattern that shows the difference between the best students and the regular ones. 

 

Phase 5: (Model Evaluation) As in the first experiment, we evaluated a range of models, and 

“Random Forest” demonstrated the best results. The purpose was to evaluate the models in 

relation to the vision of the research objective, checking that there were no gaps or 

inconsistencies concerning the business principles. The approach to processing the data is 

presented below. 

Taking the other approach using Python language, instead of using the SPSS Modeler, we have 

a population data of 540 records with 83 positive values “1” and 457 negative values “0”. We 

divided the data into training and test data. We applied the SMOTE function to balance the data. 

Then we applied the “Logistics Regression” classification function to build the model. 

Having built the model, we tested it. The accuracy was ≈ 0.94%.  

Below is the prediction importance or the weights of the variables predicting students’ 

performance. This selection is an essential step in our design, because it will suggest which 
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Figure 34 - Models best result 

 

variables students should pay attention to.  It will be a crucial feature of the chatbot when it 

suggests or recommends specific controllable factors. 

Figure 34 below  shows the impact of the variables on the target variable. We have the top 

students and regular students, and the average between the two types of students. We define top 

students as students with results last year equal to or greater than >= 14/20 values (“1”), and 

regular students as those with results less than <= 14/20 values (“0”).  

Modelling using SPSS Modeler: The Selection(s) algorithm(s) to be used should offer an 

efficient modelling process. Many algorithms require a clean data sample, which ends up 

causing multiple returns to the data preparation stage. Below is the architecture used to process 

data into IBM SPSS Modeler. 

The balanced partitions split between results and percentages for the available data were: 60% 

training, 20% testing and 20% validation. The test model uses the past performance grade point 

average (GPA) as the target variable, correlated with all other variables selected on the 

implementation of the PS2CLH model in Angola. 
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We can see the Results for the Target_variable in the first windows, which presents the Testing 

and Training partitions. With this model, the “Correct Testing” was 94.12%. The other windows 

show the correlation among the variables.  

Predicting students’ performance, Attribute importance, Correlation and Clusters:  As a 

detailed presentation was given of the first experiment using IBM® SPSS® Modeler and the 

results, we will show the final result, remembering that our focus is on creating an automated 

assistant process for students. Consequently, we have three models: the CHAID model, the 

Logistic Regression model and the CRT model. The model with the best results was the CRT 

model (94.12% accuracy). 

Phase 6: (Interventions) The intervention context and actors were: the Universidade Católica 

de Angola in Luanda, the capital of Angola, the intervention duration was three months, as we 

mentioned before, and the population sample was around 540 students from different courses 

aged between 20 and 25 years old. To ensure a controllable intervention, this researcher chose 

a class of 50 students and selected 25 students to work on the interventions. Due to the distance, 

the assistance interactions between researcher and students, including guidance and follow-up, 

were carried out online. As a result, we recruited 25 committed students, most of whom 

participated in the interventions until the end.  

The University contacted the researcher and asked him to expand the intervention to the other 

approximately 500 students who had filled in the questionnaire. Even if at that stage of the 

research the researcher did not have a clear idea on how to build a more significant intervention, 

the solution was to work with more assistants. In order to reduce costs, we selected the best of 

the original volunteer students and asked them to volunteer again follow the researcher’s 

instructions. Each group of assistants was given a specialist/lecturer in the area. We built four 

groups (Psychology and Self-responsibility), (Sociology and Communication), Learning and 

Health & Wellbeing. We also built a web profile for students’ interventions, and it showed 

their factors ordered in terms of importance according to our findings. They share those 

students’ problems with their assistants. The focus was on the five most essential predictor 

factors. Nonetheless, the research focus was on 25 students. 

Looking at Angola, at the time, we did not find any significant research work dealing with 

these academic problems, nor any intervention which had relevant results. Firstly, we 
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acknowledge that we were working with students who were distracted by entertainment, given 

the amount of time they spent on this non-productive activity, making it a habitual problem. 

One psychological solution for a bad habit is replacing it with a healthier and more productive 

habit. In our Literature review, we discussed Principle 4 - The golden rule of habits. Most 

researchers believe that habits come from one golden rule. We can never change the things that 

act as a trigger for us, we cannot control how we might feel, but we can always choose how we 

react or behave (how we behave is a choice); the best way to stop a habit is to replace it with a 

new behaviour (Duhigg, C. & Ruben, G, 2014).  

Therefore, to start our interventions, we needed to redirect students to more productive habits. 

To accomplish that we had to analyse students individually. We looked at those 25 students’ 

problems. They had different daily problems and home conditions. Rather than looking at  the 

factors with the highest scores, we tried individually to go through their Psychology, Social, 

Self-responsibility, Communication, Learning and Health & Wellbeing factors, which affect 

students’ performance as stated in  their PS2CLH answers.  In relation to referencing Mihaly 

Csikszentmihalyi’s graphic states that low skills and high challenges lead to worry and anxiety, 

whereas low challenges and high skills will generate boredom and relaxation.  

We used the state of flow for our intervention when a person’s very high skills meet a 

significant challenge. This is the happiest moment of their lives, doing what they love to do, 

during their most complex challenges. However, they need to take the first step to face their 

challenge. Dr Mihaly studied human behaviour and human performance. He used “activation 

energy”, a term from chemistry; for the initial chemical reaction which uses a tremendous 

amount of energy. That is why it is hard for people to start doing what they should do (start 

studying hard, go to the gym and work as hard as they can, go to work and do their best) - that 

feeling of how hard it is to get started is what Mihaly was talking about. The first step is the 

key to creating any change and reaching our full potential (Csikszentmihalyi, M., 2008). 

Nevertheless, the research focuses on the most influential factors that impact students’ 

performance. Therefore, “Practice tests” based on practical learning techniques were one of the 

main focuses during the intervention. The interventions were most influenced by the works of 

Angela Duckworth and Dr Ericsson. Looking at the time students spent on distractions, it was 

clear that they had a problem with delayed gratification, which made us gravitate towards 

Duckworth’s work on self-control in human growth, and particularly studies such as “Grit” the 
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power of passion and self-control (Duckworth, A., 2017). In addition, Ericsson’s active 

learning strategies presented positive results in students’ academic performance. However, as 

we can see below deliberate practice is hard. 

 

Figure 35 - Deliberate practice: enjoyment vs effort 

In his book, “PEAK” (Ericsson, A. & Pool, R., 2016)  Ericsson calls attention to purposeful 

practice, divided it into four components: 

1. Having a clear goal, 2. Intense Focus, 3. Immediate feedback and 4. Get out of your comfort 

zone 

The intervention developed on this basis, with each student having to build specific, concrete 

and clear goals. They had six subjects; and for each subject they wrote the result they were 

aiming for, and had to see it every day over the three months of the experiment when they woke 

up each morning. Studying was the highest priority on the agenda, so they also had the intense 

focus of study and practice, with immediate feedback, and the challenge increased as soon as 

they found themselves comfortable studying.  

In addition, we evaluated the models to get the best results and diagnosed the students’ 

controllable factors which most affected their performance. With those results it was easy to see 

the variables that had the greatest impact on students. Of the PS2CLH variables, “Set priorities”, 

“Practice tests” and “Establish and achieve personal goals” were among the most impactful, and 

when we confirmed that, we knew we had discovered the common denominator among the 

students’ problems. Therefore, the interventions were built around these three factors:  “Set 

priorities”, “Practice tests” and “Establish and achieve personal goals”.   
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The practical part of the intervention was to create a student activity plan on which they had to 

tick to record whether each activity had been completed or not every day, just as they would if 

they were setting priorities and trying to establish and achieve their daily personal goals. An 

example is given below. 

  

Student Activity Plan  

 

Figure 36 - Activity plan prototype (English) 

 

In the two weeks, they had ticked around 40% of their planned activities. Then we evaluate 

why they were not doing what they had said they could do. We finally realised that they had 

set unrealistic targets, and we had to direct them back to their primary goal. This was a difficult 

phase for them, but they did not give up, and after two months, 17 of 25 students had started to 

tick between 60% and 80% of their activities.  

They were embracing the difficulty of self-discovery in the words of Nietzsche: “No price is 

too high to pay for the privilege of owning yourself.” (Nietzsche, F. W., 2014) 

This intervention focuses on 25 students whose results are presented in the next section, 

“Results”. 

 

Phase 7: (Results) Among the numerous machine learning models tested, the “RandomForest 

model” produced the best result. The prediction presented by the model, based on the  

PS2CLH’s perspectives, was 94% accurate. It showed that the selected variables from 

PS2CLH’s proposed model directly correlate with the target variable or the student’s academic 

performance. Below we present the students’ visual 3D representation. 

Students’ visual 3D Representation: In recent years, there has been a growth in the number of 

studies measuring and representing students’ learning and their performances. However, there 
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is a lack of research on representing, measuring and monitoring the controllable factors which 

affect students’ performance. From an assistant’s or mentor’s point of view, it is essential to 

measure, visually represent and keep track of the student’s performance alongside factors that 

affect their academic achievement. 

It would be natural at this point to choose a particular type of visualisation for student clusters. 

Why represent students visually? And why 3D, not 2D, 4D or 5D? 

Answering the first question, we can argue that our goal is to help students throughout their 

studies, and for that, we need to know how much impact the student assistance has had. 

Therefore, we measure the student’s development at the level of clusters. It is necessary to have 

an initial reference point indicating the student’s starting point and thus create a history of their 

trajectory in their academic life. 

The second question has to do with the most efficient way to represent the students in the cluster, 

so we think the 3D representation is ideal for our data. If we used 2D, we would lose information 

given the number of areas we have. That is, we would have to group 3 areas to have one 

coordinate x or y. In addition, considering the number of students at the university, there would 

be an overlap in the 2D representation, which is ineffective. 3D and 4D representations would 

be too complex to allow the data to be read. Therefore, we conclude that 3D representations are 

ideal for the data and the areas we have. 

This research proposes a visual representation and measure of a student-controllable learning 

factor that affects their performance, based on the academic model that combines psychology, 

Self-responsibility, Sociology, Communication, Learning and Health & wellbeing (PS2CLH). 

We associate psychology & self-responsibility (coordinate/axes X), social class and 

communication (axes Y), learning and health and wellbeing (axes Z). This results in student 

representation on a point in three-dimensional space 3D. Consequently, it will be possible to 

represent students in different clusters, effectively monitor the issues they have and understand 

the patterns of the PS2CLH model, leading to better academic performance and understanding 

of the students’ behaviours in different clusters. 
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Apply rationalisation for the pair (Psychology & Self-responsibility) (Sociology & Communication) (Learning & Health and 

Wellbeing) Then calculate the students’ clustering accordingly with their coordinate representation. 

  

 

 

Distance from students’ point to the cluster centroid.  

D = √(x2-x1)2 + (y2-y1)2 +(z2-z1)2    

 

Mid-Point. 

M = ((x2+x1)/2, (y2+y1)/2, (z2+z1)/2) 

Figure 37 - PS2CLH Visual 3D representation 

 

When students fill in the questionnaire, there is a value for each answer. The sum of these values 

makes the coordinate, and when they finish filling in, it automatically calculates their clustering. 

In the questionnaire, each question has a weight. According to the answer, this weight is attached 

to the question in such a way that each area weight will be the sum weight of questions in the 

six areas: Psychology, Self-Responsibility, Sociology, Communication, Learning and Health-

wellbeing. Each pair of two areas represent a coordinate: PS coordinate X, SC coordinate Y and 

LH coordinate Z. 

To monitor students’ evolution or growth, we need to represent and observe the initial state, 

then monitor their evolution through clusters. Representing in 3D the factors that affect students’ 

performance allows the system to know the distance between students, leading us to build 

clusters of students—clustering students into groups according to the student controllable 

learner model and the data from the students’ questionnaires.  

Strongly Disagree  T. Disagree    Do not know   T. Agree     Strongly Agree  

 

 

 

Strong Agree       Agree         No Opinion       Disagree      Strong Disagree  
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Figure 38 - Students represented in the PS2CLH Visual 3D representation 

Given a clear representation of different clusters, the chatbot can adopt different behaviours in 

relation to a particular cluster of students. This makes it possible to pay attention to the students 

who need the most attention and have a clear notion of where each student stands and the 

direction and necessary steps each student needs to take to get to the desired cluster. Results 

show that the best students are located in clusters six and seven, i.e. clusters with fewer problems 

or factors that affect their performances. Therefore, the goal is to work with the individual 

student during the academic year to tackle their problems so that they move towards clusters six 

and seven. 

 

 

 

 

 

 

 

 

 

 

The clusters are represented by different colours; each point represents one student. 

Visually representing students using the PS2CLH model in a 3D visualisation based on these 

students’ controllable factors has the following implications: the representation of students will 

make it possible to visualise the students’ clusters, thus showing those who will need more 

help. This view will also show the patterns and the cluster of the best students, which can guide 

university decision-makers to act proactively. In addition, the visual image of the factors that 

affect students’ performance allows lecturers to have a visual image of their students’ academic 

controllable factors which affect their performance. 
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4.7  Summary 

Numerous factors that influence students’ academic performance involve issues beyond the 

individuals’ control, such as national policies, government initiatives and university resources, 

among many others. Even if students are aware of these factors, addressing them may not be 

feasible. Identifying causes within students’ control could improve students’ understanding of 

these factors and enable students to deal with related issues independently. This thesis proposes 

a student-controllable learning factor model that combines the perspectives of Psychology, 

Self-responsibility, Sociology, Communication, Learning and Health & Wellbeing (PS2CLH). 

The proposed model used qualitative methods to identify underlying factors affecting academic 

achievement and selected controllable factors. This research reports on the outcomes of the 

employment of the PS2CLH model to predict student performance. Initially, data is collected 

through a self-evaluation web-based questionnaire. Each student’s past performance and 

factors affecting this are then quantified. This study reveals the impact of students’ controllable 

factors on student achievement.  

In the first experiment, we focused primarily on the CRISP-DM methodology. The best model 

was the Random Trees 1, with 90.74% Overall Accuracy, using nine of 66 variables. The 

second experiment focused on areas which we did not explore in the first experiment. The test 

results indicated that the proposed PS2CLH model offered 94% accuracy in predicting student 

performance. 

The two experiments presented similar results in terms of the crucial variables. “Establishing 

and achieving personal goals” and “practice test” were higher than “stress”, “learning room”, 

and “grammar and vocabulary” among other factors. This research raised participant students’ 

awareness of PS2CLH perspectives, which helped them manage academic performance factors 

more effectively. In the second experiment, most of the 25 students enhanced their academic 

performance by addressing these critical factors. However, due to the limitations of the current 

sample data, the PS2CLH model will be further monitored for various applications.   
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Chapter 5 The proposed Proactive Chatbot Framework Designed to Assist  

Students based on the PS2CLH model, Test and Results 

 

5.1  Introduction 

Nowadays, universities are using more technologies to interact with students. In fact, education 

has been slowly incorporating new ways to convey the message to teach students into education 

(Becker, W. E. & Watts, M. C., 1996). This pattern started decades ago with the spread of 

electronic e-mails and the web (Goffe, W. L. & Sosin, K., 2005). At the same time, distance 

learning required more innovative and efficient technologies to deal with natural learning 

challenges which presented the need to devise more effective tools to establish interaction 

between computers, lecturers and students. Researchers had long tried to develop such tools, 

but were not very successful. However, in the last decade, 2010 to 2020, there was a significant 

evolution in computer hardware, which made possible AI machine learning and advances in 

Deep Learning to make tools such as chatbots more usable (Müller, V. C. & Bostrom, N., 

2016) (Holmes, W., et al., 2019). There were also advances in applications in other sectors 

such as Health, Customer Service, Security and Leisure. Practical applications have been 

pointed out in the generic field of education (Seldon, A., 2018).  

The last few years have presented further new challenges to lecturers and students at 

universities. For instance, the pandemic forced students to study from home, meaning that they 

faced new problems in their learning, which affected their results. This caused a great need for 

new tools, but there are still issues to tackle and improvements to be made. The traditional 

support system is failing to tackle this new set of learning environment rollbacks.  

This chapter proposes a new framework for chatbot assistants, which is integrated with 

students’ learning profiles and is able to improve student interaction and helps to address the 

issues presented above. This chapter presents the framework for the new chatbot assistant, 

including the test and results. It starts with an outline of the fundamental connection between 

the PS2CLH model and the proactive chatbot framework. 
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5.2  The Fundamental connection between the PS2CLH’s model and the proactive 

chatbot framework  

The purpose of the PS2CLH model is to help students become aware of how controllable 

factors influence their achievements so that they can address relevant issues independently. 

The fact is that there are numerous controllable learning factors which affect students’ 

achievement, such as their attitude, psychology, behaviour and self-responsibility. In most 

cases, these include their physical health. Students are also responsible for the way they 

communicate and how they want to study and learn and more.  

To go back to the PS2CLH model, the coefficient of PS2CLH factors was calculated. 

Therefore, it is appropriate to apply the PS2CLH model to build the learning profile of new 

students, as this could be used as a knowledge base to improve the effectiveness of a chatbot.  

When they interact with the chatbot, the profile could provide additional suggestions to assist 

students with subject answers. This will also make the chatbot more proactive, enabling 

individual students to have a clear view of the factors that most affect them. 

 

5.3  The proposed Framework design for the Proactive Chatbot for Students based 

on the PS2CLH model 

This research aims to build a framework to help students deal with their controllable academic 

factors in terms of the PS2CLH model which affect their performance, and to guide them to 

the next step for success. This thesis sets out the proactive chatbot framework. A computer 

programme framework could be defined as an abstract platform which serves as a foundation 

for creating programme applications.  

The proactive chatbot framework is divided into two parts. The first part of the framework is 

the wide-ranging extended chatbot. It was inspired by the extending language representation 

BERT (Bidirectional Encoder Representations from Transformers) model based on machine 

learning techniques for natural language processing. This first part deals with the initial 

interaction with students’ input/questions, while the second part is the Educational Chatbot 

Ecosystem, which is an educational ecosystem that supports and enhances the AI ability of the 

chatbot, facilitating and improving the student-lecturer/assistant interaction. 
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In summary, the framework has a layered structure composed of Inputs; the chatbot starts by 

receiving the students’ questions and then transforms them into a matrix of vectors. These 

vectors first prepare and transform the data, and a text similarity measure is developed, together 

with a Q & A attention model, a knowledge database and components supporting student - 

lecturer/assistant interactions.  

 

Figure 40 - Use Case Diagram Proactive Chatbot Framework 

Figure 39 - Framework for the Proposed Chatbot 
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The Use Case Diagram shows the interactions between the proactive chatbot components with 

students and the lecturer and human assistant interactions. Students first create their profile and 

fill in the PS2CLH questionnaire, and the lecturers and human assistant also create their profile. 

Then, on the basis of the students’ profiles, questions are formulated for the proactive chatbot. 

To help the chatbot succeed, we present four possible question options for students to choose 

from. At the same time, four chatbot components interact in this conversation with the student. 

First, the chatbot acts according to the students’ profiles, and second, the content of the answer 

is presented to the students as multimodality content, and then the chatbot takes feedback 

ratings from the students. Then, if it was a PS2CLH question, the proactive chatbot suggests 

correlated controllable factors to students. Finally, if none of the questions satisfy the students, 

the chatbot sends the question to the Lecturer or Assistant, who can add questions and answers 

from their profile, and answer the unanswered questions from the students - chatbot chat.   

As we mentioned, the framework is divided into two parts, and the first part is presented below. 

 

5.4  Wide-ranging Extended Chatbot 

 This first part covers the initial interaction with students’ input/questions. The chatbot is 

referred to as the ‘wide-ranging extended chatbot’. It was inspired by Extending BERT, and is 

presented below.  

 

 

 

 

 

 

 

 

 

The typical BERT-based Question and Answer system works well for questions in the form of 

a short summary. However, it does not understand more than ten paragraphs or 512 tokens 

well. This limitation prevents it from obtaining good results with a large corpus. It is trained 

Figure 41 - Extending BERT 
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on the Stanford Question Answering Dataset SQuAD (a reading comprehension dataset 

consisting of questions posed by crowdworkers on a set of Wikipedia articles) (SQuAD, 2020), 

which has fewer summary paragraphs and questions related The first part of the framework, 

the wide-ranging extended chatbot,  is presented in the figure below. 

 

Figure 42 - Framework (first part) 

Each component of the Wide-ranging Extended Chatbot is described below, remembering that 

it is a framework, which means that it can be adapted for use in any country or university.  

Moreover, components can be added to or removed from the framework. Below, we introduce 

the components of the first part, starting with Inputs. 

5.4.1 Inputs/Questions, Data Preparation 

The Inputs component is the connection point between the framework and students. The Inputs 

start by receiving students’ questions via writing or voice. We decided to receive writing and 

voice because they are simple, and are the most common forms of communication. Writing 

inputs are the norm from keyboards. Speech recognition captures voice inputs, for which we 

used the google speech API, which has all the necessary functions to convert text to voice and 

voice to text. 
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Figure 43 - Speech Recognition 

Briefly, after the student’s voice is captured via a microphone, it goes to speech enhancement 

to improve the sound quality and then extract the feature. Next, acoustic modelling is applied 

to phonetic unit recognition, which converts the oral input into written text (Google Cloud, 

2021). This speech API was our choice because it is efficient and straightforward, and one of 

the best free available speech recognition tools. Then, having dealt with the questions, we go 

to data preparation.     

Data preparation: This component is essential for cleaning the data. The framework 

implements syntax and semantics. Syntax and semantics are  the broad categories under which 

NLP techniques fall. It starts by tokenising the students’ questions. Tokenisation can be split 

into two categories - sentence tokenisation and word tokenisation. In contrast, sentence 

tokenisation separates a paragraph into distinct sentences, while word tokenisation separates a 

sentence into different words. Tokenisation enables the computer to learn the potential 

meanings and purpose of each word. Next comes stemming, which is the process of reducing 

a word to its root or stem.  This is done by chopping universal prefixes and suffixes such as -

es, -s, -ing, and -ed. Stemming is a powerful technique, but is simply a crude chopping 

operation based solely on common prefixes and suffixes, so it sometimes cuts necessary 

components off a root and changes the word’s original meaning (Roman, M., et al., 2021).  

Lemmatisation reduces a word to its root form by analysing the word morphologically. Let us 

look at what this means. If we have the words am, are, and is, the root form for these words is 

be, which can be observed through lemmatisation. However, stemming would not have been 

able to figure this out, as chopping any letters from these words would not have outputted be. 

After this cleaning process the next step is based on word embeddings.  
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5.4.2 Embedding, Vector/Matrix 

Embedding was one of the essential breakthroughs which led to the current very impressive 

performance of deep learning methods. Generally speaking, word embeddings are vector 

representations of a specific word. Having said that, how do we produce them? More 

importantly, how do they capture context? There are different ways of representing a word. 

Word embedding is one of the foremost representations of document vocabulary. It can capture 

the context of a word in a text, identify semantic and syntactic similarities, connections with 

other words, and more. Word embeddings make it possible to give equal representation to 

words with similar meanings (Almeida, F. & Xexéo, G., 2019). In our framework we used TF-

IDF (Term Frequency-Inverse Document Frequency) for this. TF-IDF  is a numerical statistic 

that is intended to reflect how important a word is to a document in a collection or corpus. 

As mentioned above, the different types of word embeddings can be generally classified as 

Frequency-based Embedding or Prediction-based Embedding (Roman, M., et al., 2021).  

The table below shows the most popular word embedding methods, one similarity metric and 

the execution time, combining the cosine similarity with different embeddings. 

 

Figure 44 - Document similarity experiment (Neto, J., 2021) 
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The best combination of NLP algorithms to determine document similarity for this experiment 

was Word2Vec-Cosine with 105 execution time (sec). However, this does not mean that this 

is the best choice for every dataset.  

Strengths and Weaknesses: The ability to respond to text and speech for students’ questions is 

a strength of the application. However, the way it processes writing and speech was designed 

only for regular students. The reality is that there are many universities worldwide with students 

with learning difficulties/disabilities who will not be able to use the application. The data 

preparation goes through many processes (in our case, sentence tokenisation, word 

tokenisation, stemming and lemmatisation), which can increase the time the chatbot needs to 

respond to the student. 

In contrast, the data cleaning phase reduces the number of words in the question, which helps 

in processing the following stages. Finally, the processing of word embeddings runs the risk of 

the word not being contextualised and the question losing its meaning. Despite this limitation, 

it is essential for the machine to understand the student’s question. 

 

Embeddings generate vectors from text, and the combination of these vectors can generate a 

matrix, and these steps transform human language into computer language.  

Matrix similar: Going back to Matrix factorisation, we find LSA (latent semantic analysis), 

which is used as a strategy for creating low-dimensional word representations. Using low-rank 

estimations simplifies huge matrices that catch measurable data in the corpus. 

The next section describes text similarity measurement, the Q&A model and outputs of 

students’ questions.  

 

5.4.3 Text Similarity Measurement 

This component measures text similarity. Measuring the semantic similarity between two text 

fragments has been one of the most challenging tasks in natural language processing. Various 

methods have been proposed to measure semantic similarity over the years.  
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For this framework, we chose Cosine Similarity as the measurement of text similarity. Cosine 

Similarity establishes the similarity between the student question and questions in the dataset 

(Gunawan, D., et al., 2018).  Cosine Similarity examines the matrix with the student question 

and then goes through the questions in the knowledge database using term frequency to select 

the 10 most similar student questions from the knowledge database. Let A and B be two vectors 

for comparison as an example. 

As a practical example, we have: Cosine similarity between two term-frequency vectors, we 

have x = (the vector of: How much sleep do I really need?) and y = (the vector of: What is 

the amount of sleep I require?), which  are the first two term-frequency vectors, which 

converted into machine language become x = (5, 0, 3, 0, 2, 0, 0, 2, 0, 0) and y = (3, 0, 2, 0, 1, 

1, 0, 1, 0, 1). How similar are x and y? The cosine similarity between the two vectors is 

determined below: 

 

 

Equation 13 - Cosine similarity calculation 

One of the chatbot’s main innovations is the data structure and the similarity algorithm. The 

data structure used in this research saves the questions students ask, which means that the 

chatbot learns the different formats the students use to ask specific questions. Consequently, 

there is no need to fine-tune or retrain the model to enhance the chatbot’s understanding of the 

questions. Instead, the chatbot saves the question each time it is asked. Then, the algorithm will 

select the question with the highest similarity score for that particular answer, which means 

that the system will learn the student language without fine-tuning the student language 

question - answer model. The model for fine-tuning our model using the pre-train data is 

presented below. 
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5.4.4 Q&A model, Transformer model 

There are several Q&A models, and the state-of-the-art models can be found in the SQuAD 

benchmark dataset. For this research, we will use the BERT model, which stands for BERT: 

Pre-training of Deep Bidirectional Transformers for Language Understanding. We fine-tuned 

the BERT model on the SQuAD dataset benchmark (Vaswani, A., et al., 2017). The 

Transformer model is a deep learning technique model introduced in 2017 at the time of the 

innovative paper “Attention is all you need” (Vaswani, A., et al., 2017) that utilises attention 

as a mechanism. The attention mechanism allows the chatbot to understand the context of the 

students’ questions. Below, we present the state-of-the-art Q&A models. 

 

Figure 45 - SQuAD Leaderboard Nov 2021 

What these models have in common is that they use an attention mechanism like the 

transformer model. 

The transformer model is applied to the top 10 most similar questions selected. As a free tool 

and referential for deep learning research projects, Colab Google is one of the best available, 

and this is the tool we used to generate the Question Answering model for our chatbot. Below 

is an example using the model: 

# Run our example through the model. 

outputs = model(torch.tensor([input_ids]), # The tokens representing our input text. 

                             token_type_ids=torch.tensor([segment_ids]), # The segment IDs to differentiate question from

 answer_text 

                             return_dict=True)  
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start_scores = outputs.start_logits 

end_scores = outputs.end_logits 

 
We then develop the model using a huggingface transformers library because of its simplicity 

and efficiency and the fact that it is free. Then we fine-tune the model. Previously, we 

downloaded the Pre-trained BERT model. 

from transformers import BertForQuestionAnswering 

model = BertForQuestionAnswering.from_pretrained(‘bert-large-uncased-whole-word-masking-finetuned-

squad’) 

 

Strengths and Weaknesses: Briefly, the transformer model overcomes the long-term 

dependency problem. It also deals with vanish and explosion problems found by previous 

models. Another advantage is that it also solves the context problem. However, it still has the 

vanilla transformer model problem. The transformer model still has computational cost 

problems. 

5.4.5 Assembly parts 

This component is the linking component between the first part of the framework and the 

second part, resulting from the student’s question. We have three possible questions as chatbot 

answers. Even though adding more than one possible answer breaks the natural flow of a 

conversation, it increases the chances of the chatbot giving a correct answer and reduces the 

possibility of the student saying that this  was not the question he/she would like to see 

answered. This approach is appropriate for universities that want to provide more assertive 

assistance to their students. We show the interactions between chatbot’s object using Sequence 

diagrams in Figure  below. 
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Figure 46 - UML Assembly Parts 

In this diagram, we present the proactive chatbot’s answer to the student’s question. We have 

represented seven objects and the actor, who is the student. The student asks the question via 

writing or speech. If it is via speech, the speech recognition object transforms the question from 

speech to text. In parallel, the questions in the knowledge database are transferred to the data 

preparation, where they are processed and sent to word embeddings to be transformed from 

sentences to vectors or matrices. Next, the text similarity of the questions is calculated, and 

then the ten questions are selected for the next step. This selection is based on more similar 

questions on the data knowledge to the students’ question that it is associated with a respective 

answer, and the transformer model searches for the answer within those ten selected questions, 

on the answers related to ten questions. Once the answer is found, it passes to the previous 

object, which selects three answers, the first being the Transformer model’s answer and the 

next two the most similar questions. Finally, the student’s question is answered via speech or 

writing.  
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In that case, this question-and-answer pair will be the first option among the three questions 

sent by the chatbot. The second and third options are the two most similar questions of the ten, 

excluding the question selected by the Transformer model. Finally, if the chatbot finds 

questions similar to the student’s question but does not think it was the student’s question, it 

gives the student the option of choosing ‘None’. 

Strengths and Weaknesses: The weakness of this component is that it breaks the natural flow 

of the conversation between the student and the proactive chatbot, because when a question is 

asked, one answer is expected, not four options. Nevertheless, this component gives the 

proactive chatbot more chances to answer the student’s question correctly. 

 

5.5  The Educational Chatbot Ecosystem 

The second part framework is the ecosystem that allows the student to have more personalised 

assistance and interact more with the proactive chatbot. It is presented in the figure below. 

 

 

Figure 47 - The second part framework 

This phase starts when the student selects the proposed questions given for the previous stage. 

Then, in the following sections, we present the components of the second part of the proposed 

framework. 
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5.5.1 Interaction Facilitator 

This component facilitates the interaction between the student and the lecturer or human 

assistant. One of the most glaring problems of the current chatbot is the usability issue. When 

the user does not find the answer to his question, he may stop using the chatbot, which impacts 

its usability. This issue becomes more accentuated when dealing with students who do not have 

much patience. 

 

 

 

 

 

 

 

 

 

When the student selects the ‘None’ option, the chatbot sends the question to the lecturer or 

the human assistant. When they answer the question, it is saved in the knowledge database to 

be available for all subsequent  users and to improve it. Besides, lecturers and human assistants 

can also add new questions - answers and new subjects from their profiles. 

Figure 48 - Assistant adding Q&A 
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Figure 49 - UML Interaction Facilitator 

We have three actors  - the student, the lecturer and the human assistant. The student asks the 

question and the proactive chatbot gives four options. When the student chooses the ‘None’ 

option, the question is saved in the knowledge base, which creates a form with the question 

and alerts the lecturer or human assistant that there is a question from the student which has 

not been answered by a proactive chatbot. When the question is answered, the knowledge 

database is updated, and a trigger is activated for the question; when the student is again in 

front of the proactive chatbot, the unanswered question appears with the answer given by the 

lecturer or human assistant. 

Strengths and Weaknesses: The weakness of this component is that the lecturer often does not 

have time to answer the questions. If the lecturer gets too many questions, he/she will likely 

leave the student unanswered, or he/she might answer it too late when the student has already 

investigated and found the answer. The strength is that it creates an indirect interaction, so that 

the student can feel more comfortable asking the lecturer or the human assistant. The following 

section describes how the chatbot responds to students’ profiles. 
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5.5.2 The Profile Customiser 

This framework component customises the student profile, so that the proactive chatbot works 

according to each student’s profile. This is defined by the PS2CLH model and the selected 

proactive chatbot persona, thus organising the controllable factors that affect student 

performance in order of importance and making the proactive chatbot act in accordance  with 

the student’s profile. 

There is general agreement that students pay more attention and are more engaged in front of 

a person they desire as  a teacher. It is a fact that there are preferences for different teaching 

styles and attitudes in classes. We have therefore replicated this in the framework, in addition 

to the student profile being developed by completing the PS2CLH questionnaire, which will 

make the student focus on the factors that present problems. That is, the student profile includes 

the controllable factors that most affect that particular student and are organised in such a way 

that the student focuses on those that have the most impact on their academic performance. 

 

Figure 50 - UML Profile’s Customizer 

This sequence diagram is simplified because we still have the entire PS2CLH model building 

process and the proactive chatbot persona to work on. However, we have two actors and three 

main objects. First, the student fills in the PS2CLH questionnaire, in which he chooses the 

persona he/she would like or prefer not to have for the assistant. The questionnaire is then saved 

in the database, so when creating the student profile, we go to the database to select the 

problems that the student would like to work on and the type of interaction chosen by the 
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student. Finally, when the student interacts with the proactive chatbot, the latter will have the 

properties selected by the student, thus acting according to the student’s profile. 

The persona chosen for the chatbot by the  student is based on four pairs (Introversion vs 

Extraversion, Sensing vs Intuition, Thinking vs Feeling and Judging vs Perceiving). The 

chatbot will act according to the persona chosen by the student. However, this approach still 

has many representational limitations in the proposed framework. 

Strengths and Weaknesses: One of the weaknesses is the complexity of representing the 16 

different personality types in terms of programming. The other problem is the fact that people 

generally like variation in their dealings with other people. For example, an assistant needs to 

know when to be more logical than emotional or vice versa. As things stand, , the proactive 

chatbot will not have the flexibility to behave in a more extroverted way once it has been 

programmed to have introverted attitudes (or responses). The key point is that the people tend 

to be habitual in the way they behave. Customising the student profile can give the student 

more control.  

Next, we discuss the component responsible for the presentation in multimodal form of the 

content of the chatbot’s responses. 

 

5.5.3 Multimodality 

In this component, we present the diversity of the ways chatbot responses are presented. The 

chatbot displays the answer according to the student’s learning style, using text, 

image\graphic\diagram, video or voice. A university has several faculties with different 

courses. Course contents vary. In this variance, we find several disciplines such as history, 

geography, marketing, computing, music, archaeology, graphics, images, and so on.. In 

addition, there are things that we naturally learn by listening, seeing or reading. Therefore, by 

adding this component to the chatbot, we hope to spur curiosity in learning and the same 

involvement in the way students deal with the chatbot so that we can offer assistance in the 

various subjects and factors that affect student performance. 

In the registration phase, we collect student data to create their profile and predict their 

academic performance. Students can create their profile during their registration using a self-

evaluation questionnaire, selecting their PS2CLH problems. Then, the proactive chatbot 
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personalises the answer when it is possible. The multimodal personalisation of the answer 

works in the Knowledge database. When we save the question and answer, the image or graphic 

is saved, as well as the video link if applicable. Finally, the proactive chatbot will turn on the 

speech recognition functionality if the student selects the speech mode.  

Strengths and Weaknesses: Not all content can be represented in the best or the expected way. 

Sometimes, for example, multimedia content can distract the student. In contrast, some 

contents are more easily represented using multimedia resources. 

 

5.5.4 Rating 

This is the student’s performance evaluation component of the proactive chatbot, the feedback 

on the interaction between the proactive chatbot and the student. What is the motivation for 

giving the proactive chatbot feedback and a rating for the answers it provides? The title answers 

this question. The primary purpose of getting feedback from students is for the chatbot to 

understand how helpful its responses have been so that the course lecturer can improve the 

responses and the human assistant can improve the PS2CLH responses, aiming at the overall 

qualitative improvement of the chatbot responses. The other motivation, for getting a rating of 

the answers, will make the algorithm developed in the proactive chatbot give more weight to 

the most relevant questions and pay less attention to the questions with a lower rating, so that 

it automatically improves the answers given by the proactive chatbot in the future. 

Once the chatbot has finished answering, the system asks the student to give feedback, rating 

the chatbot’s answer on a scale of 1 - 5 where 1 is unsatisfactory and 5  is very good. This will 

help to improve enhance the chatbot’s responses, and results in the students’ questions being 

saved only when the rating is equal to or greater than 3. This procedure will help to ensure that 

it is the questions most closely related to the answers which are saved. Yet ratings below 3 will 

also be saved but the poor questions will not be, allowing  the lecturer or assistant to  improve 

the response in the knowledge database for the future. 
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Figure 51 -  UML Rating 

When the student receives the answer to their question, the chatbot also sends a rating on a 

scale of 1 to 5 where 1 means the student is not satisfied with the answer and 5 that the student 

is satisfied and gives the answer five stars. The chatbot sends student feedback to the 

knowledge base so that it will know the best and worst answers. This enables lecturers and 

assistants to delete or improve the worst answers in their profiles. After the proactive chatbot 

has had many interactions with students, all the conversations are saved, and the chatbot 

Transformer model is improved by retraining the model with all this new data. 

Strengths and Weaknesses:  Usually, people do not give the rating, and this makes for a less 

natural conversation. However, the vital point is that the proactive chatbot will improve the 

Q&A using the structure of the knowledge database. 

 

5.5.5 Suggest Factor 

This component is what makes the proactive chatbot have a more proactive approach. 

Generally, universities, student assistants and even typical students are unaware of the 

existence and impact of controllable student factors that affect their students’ academic 

achievements. It is almost humanly impossible for a regular assistant to know the correlated 
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factors for each student in a university of ten or twenty thousand students. The number of 

controllable facts is high and complex, as it varies between countries and between universities. 

Often the student can ask about a factor, and the average chatbot would respond reactively, 

unlike the proactive chatbot, which proactively suggests to the student factors that may have a 

more significant impact on the student’s results. It may redirect the student to look at the root 

(what generated the problem the student is facing) of the problem and not just its consequences. 

If the student’s question is related to the PS2CLH model, proactively, the chatbot suggests they 

should work on the correlated factors which are affecting their performance. Correlating the 

variables or factors that affect students’ results will allow the chatbot to make individual 

suggestions, giving a specific answer  - for instance, if a particular student has a problem with 

stress and wants to know more about dealing with it during the interaction between chatbot and 

student. In the example below, the student first asks about sleep problems. Then, the suggestion 

is about stress and anxiety, time management, and establishing and achieving personal goals. 

 

Figure 52 - UML Suggest Factor 

As in the previous diagrams, the student is the actor, and in this case, we have three objects. 

The student asks the question, and the proactive chatbot responds with four options. When the 

student selects one of the three suggested questions, the answer is retrieved in the knowledge 
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base. After the question-and-answer association, the table of the object is requested. Then, the 

correlated PS2CLH’s factors are also requested, the system responds by sending the three most 

closely correlated factors. Finally, it sends the answer with the three most correlated factors to 

the proactive chatbot and  then it answers the student’s question associated with the three most 

correlated factors. 

It uses weightings to quantify the correlation among the factors. The system will know which 

factors impact the most on the other factors. Therefore, the suggestion will be according to the 

level of correlation among the factors. Thus, it leads to building clusters of correlated factors. 

 

Strengths and Weaknesses:  The weakness is that this can distract the student from working 

on the factor they asked about. However, on the other hand, the student will have more 

assistance and more knowledge related to the factor he is concerned about, thus opening the 

possibility for the student to find the root or actual cause of the problem he is facing. 
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5.5.6 Knowledge Database 

The file JSON has the proactive chatbot’s knowledge database of each subject, which has the 

questions and answers from the PS2CLH model and the lecturer’s subjects. The structure of 

the dataset.json file is presented in Figure 47 below. 

 

Figure 53 - Chatbot’s JSON file structure 

The “context” represents the student’s subject, “qas” has the questions and answers. Students 

may ask questions in different ways; therefore, as we can see in the figure above, one answer 

can be used for many questions, giving the proactive chatbot the flexibility to improve the 

accuracy of the answer. However, by increasing the number of questions associated with an 

answer, we will have a more extensive knowledge base, which increases processing time, so 

we limit the number of questions associated with an answer to just three. We are seeking to 

make the proactive chatbot as efficient and as human-like as possible. The aim is to minimise 

the chatbot’s response time and to improve the accuracy of the answers. The current proactive 

chatbot assists students in their subjects by interacting with them.   

Strengths and Weaknesses: The weak point is the growing number of questions associated 

with an answer. In a large data set, this will negatively affect the response time, impairing the 

proactive chatbot’s efficiency, causing the student to wait longer for the chatbot’s response. 

The vital point is that it will enable machine learning of the students’ terms and language, 
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making algorithms which are similar, so they  work better after several interactions with 

students, thus improving the effectiveness of the proactive chatbot. 

Below we present the main tables of the framework. Not all the tables and fields are presented, 

because they are not the main focus of the research. 

 

Figure 54 - Database Diagram 

 

A student has a PS2CLH questionnaire. The PS2CLH_importanceAtr_tb table and the 

PS2CLH_correlation_tb table have a one-to-many relationship with the 

PS2CLH_questionnaire_tb, thus having the correlation_fk and importance_fk foreign keys. 

The knowledge base is linked to the chatbot, the lecturer and the assistant, and these last two 

(human) entities can add questions and answers. Finally, a lecturer can add multiple subjects, 

and a student can have multiple subjects.  

Below are profiles of students, lecturers and assistants.  
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5.5.7 Profiles 

This is the profiles component, where we present profiles of the students, the lecturer and the 

assistant. Below are the tools and programme language used to develop the Proactive Chatbot 

Framework. For this project, we used an environment called “chatchannels2” as a virtual 

machine. We use Django version 2.2, which works best with Python 3.6 into Anaconda. The 

local running application address is http:127.0.0.1:8000/. The web development framework 

uses Django Channels, which adds more complexity to the application but improves the 

system’s security and confidentiality. We create a channel for each subject which is visible 

only for students registered on that subject.Channels also allow a community to be created 

where students can interact and discuss the topic and create a one-to-one channel which allows 

private interaction with the system. 

Using the Ubuntu OS, we developed the Django project, and created two applications. The first 

one is the social network with the students’ profiles, the assistants’ profiles and the lecturers’ 

profiles. The second application has the chatbot app, which uses Django channels. The database 

is db.sqlite3, and this saves the social interaction. In addition, we used a JSON file to save the 

chatbot conversations. 

The application starts with the site’s manager, three sites (Student Profile, Lecturer Profile and 

Assistant Profile) and the Admin site. For the Student Profile site, the user has to sign up to be 

able to log in. 
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Figure 55 - Student’s Sign Up 

It asks for the standard sign up requirements and the “Last year average result” field that is 

used to for the students’ result prediction model. Then we write the target result for the current 

year, which intends to give students a clear picture of the desired result.  

 

Figure 56 - Student’s Login 

 This is a standard login page, where students enter their details to register, log in to complete 

the PS2CLH questionnaire, choose one of the 16 personality types for our chatbot, and fill in 

the learning style. The PS2CLH questionnaire is shown below, starting with the Psychology 

area. 
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Figure 57 - Students’ Questionnaire 

This latest version of the questionnaire was developed in the light of the most frequently 

selected factors in our last data collection exercise in 2020 (see Appendix), and this is not 

specific to one particular country. There are five questions for each area,  each of which has 

symptoms and a link to redirect students so that they can find out more about the problem. 

The questions in the questionnaire are presented as a radio button, allowing students to choose 

one of the five options. Below each question are the symptoms related to that question. 
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Figure 58 - Personality types selection 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

This is a component which  needs more research and work on the implementation because there 

are still many limitations in the technology. For instance, how can we represent the pairs 

Sensing vs Intuition and Thinking and Feeling on the chatbot? The chatbot has a persona chosen 

by students based on the four pairs (Introversion vs Extraversion and Judging vs Perceiving). 

At this stage, students can choose the chatbot’s personality by choosing one item from each 

pair. Finally, we present the student’s results. 
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Figure 59 – Students’ PS2CLH coordinates 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

After students finish the questionnaire, they are represented by their coordinates for each area 

Psychology, Self-responsibility, Sociology, Communication, Learning and Health & 

wellbeing. The figure above also shows the combined pair of coordinates, the student centroid, 

and the initial student cluster. Then the aplication lead to the Student’s profile. 
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 The student profile has the questions he or she selected from the PS2CLH questionnaire. It 

also has the student coordinates and the cluster, and presents statistics and a 3D representation 

of the student, allowing us to see how the students in our University are doing. Finally, the 

student has the proactive Chatbot that helps him with the factors and the material given to him 

by the lecturer and the assistant. In future, the assistant will have in his profile the questions 

not answered by the chatbot and the form that will allow him to add questions and answers, 

which will go in the knowledge base. The assistant will also be able to start a chat with the 

student, if it is necessary, especially for the field of psychology, where human interaction is 

fundamental to the solution of many problems. 

 

 

 

 

 

 

 

 

 

 

Figure 60 - Student’s Profile 

Figure 61 - Assistant's Profile 
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In the lecturer profile, we will also have a form which allows us to add questions asked by 

students, which are not found in the knowledge base, together with answers.  

 

 

 

 

 

 

 

 

 

 

 

 

5.6  Testing the proactive chatbot framework and extending the BERT chatbot: 

Results 

We intend to test the proposed framework for a proactive chatbot for students based on the 

PS2CLH model.  

The application tests of the efficiency of a model or architecture usually analyse the chatbot’s 

performance or response time. In this case, we intend to take  different approach. The 

framework is different universities in different countries, but these universities already use 

certain technologies that may be integrated into the proposed framework in the future. This  

implies that we will require different implementations to meet different needs, so the type of 

input language, word embeddings, text similarity measurements and question and answer 

models will vary accordingly.  

We therefore do not aim to test which word embeddings (e.g. word2vec, TF-IDF or MV-

LSTM) work better, or combinations of embeddings and text similarity measurements (such as 

Figure 62 - Lecturer's Profile 
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cosine similarity, Euclidean distance, Manhattan distance, Hamming distance, distribution 

distance or semantic distance) or whether different Q&A models should be used. 

The aim of our tests is to test the accuracy of the  chatbot’s answers and then compare the 

results  of an extending chatbot with the proactive chatbot framework. Below we present the 

test setup. 

Test Setup: We created two applications to perform the test. The first is the proactive chatbot 

framework, which we will call the “proactive chatbot”; the second application is an 

implementation of the Extending Bidirectional Encoder Representations from Transformers, 

and we will call this the “extending chatbot”. To ensure that the test would be fair and realistic, 

the two applications were programmed with the same word embeddings, the same text 

similarity measurements and the same Q&A model. The difference lies in the components 

added in the proactive chatbot, i.e., the methodology for presenting the answer to the student’s 

question. Below is a small sample of the questions used in the test.  

 Question (Knowledge D.) Student’s questio: Simple  (Student’s question: Complex 

1. What is a database? Could you define database? What is a data repository? 

2. How can I manage my time 

better? 

How can I prioritise my time 

better? 

How can I prioritise my time effectively? 

3. What are the objectives of SQL? Please tell me the objectives of 

SQL. 

Please explain the objectives of the Structured 

Query Language 

4. What are the symptoms of 

stress? 

What are the side effects of stress? What side effects does stress have? 

5. Why is it important to learn how 

to manage stress? 

Why is it important know about 

stress? 

Why is it important  to understand stress and 

how to manage it?. 

6. What ways of trying to cope with 

stress are unhealthy? 

Are there healthy and unhealthy 

ways of dealing with stress? 

What ways of dealing with stress should I 

avoid?   

7. Why is it important to connect 

with  others to deal with stress? 

How can connecting with  others 

help me deal with stress? 

Why is it essential to work with others to solve 

stress problem? 

8. What things should I make time 

for to deal with stress? 

How can I make time for fun and 

relaxation? 

When I’m feeling stressed, how can I have fun 

and relax? 

9. How can I manage my time 

better? 

What suggestions are there for 

managing time? 

How can  I improve my time management? 

10. How common is stress? Is stress a common problem? Is stress a frequent issue? 

11. Does stress affect your 

performance? 

What are the symptoms of stress? How can I deal with stress?. 
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12. Why do  people sometimes get 

frustrated? 

What is a simple way to cope with 

frustration? 

How can I deal with frustration? 

13. Why do I keep putting things off?  What can I do about 

procrastination? 

Is there an effective way  of avoiding 

procrastination?  

14. What can I do to stop anxiety? How can I overcome anxiety? Is there anything I can do to eliminate my 

anxiety? 

15. Why do I worry so much? Why is it so difficult to stop 

worrying? 

Is there an effective way of stopping worrying? 

16. Why am I sometimes anxious?  How can I avoid anxious thoughts? What is the best way of overcoming anxiety? 

17. Is it possible to  deal with 

uncertainty? 

Are there effective ways of 

combatting uncertainty? 

Is it possible to live with uncertainty?  

18. How can I tell if others affect 

me? 

Should I try not to let others affect   Will it help if I can understand how others 

affect me? 

19. How can I practice mindfulness? Is there a way of training 

mindfulness? 

How do I learn to exercise mindfulness? 

20. Is it necessary to be creative? How can I become more creative? Are there effective ways to develop creativity? 

… … … … 

100. How much sleep do I really need? What are the effects of insufficient 

sleep? 
How can I overcome insomnia? 

 

Table 5 - Small sample of the questions used in the test 

 

The two applications used the same dataset of 100 questions and answers. The test consists of 

two types of question. The first is a simple question, i.e. one  which uses some keywords from 

the question in the knowledge database. The second type is a complex question, i.e. one which 

asks the same thing as the first one, but uses different words. 
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Results: Please find below an example of the “proactive chatbot vs extending chatbot”. 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In this example, the proactive chatbot takes longer to interact with the student, as it uses four 

interactions per step, in contrast the extending chatbot, which uses two interactions. However, 

the last two student interactions are minimal. In this example, the two chatbots give the correct 

answer to the student, and those students who wanted only a simple answer would be more 

satisfied. However, we believe that most students would have a better idea of the problem with 

the proactive chatbot, as they will have more information about it through the video and the 

PS2CLH suggestions. 

Figure 63 - Proactive chatbot vs Extending chatbot 
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Below are the results of the tests performed with the proactive chatbot and the extending 

chatbot. The total number of questions was 100, and the number of correct question options 

given for the Chatbots was as below: 

Question Proactive Chatbot Extending Chatbot 

Type of Question: Simple Complex Simple Complex 

What is a database? Right Wrong Right Wrong 

How can I manage my time better? Right Right Right Right 

What are the objectives of SQL? Right Wrong Right Wrong 

What are the symptoms of stress? Right Right Wrong Wrong 

Why is it important to learn how to 

manage stress? 

Right Right Right Right 

What ways of trying to cope with stress 

are unhealthy? 

Right Right Right Wrong 

Why is it important to connect with  

others to deal with stress? 

Right Wrong Right Wrong 

What things should I make time for to 

deal with stress? 

Right Right Right Right 

How can I manage my time better? Right Right Right Wrong 

How common is stress? Right Right Right Right 

Does stress affect your performance? Right Right Right Right 

Why do  people sometimes get frustrated? Wrong Wrong Wrong Wrong 

Why do I keep putting things off?  Wrong Wrong Wrong Wrong 

What can I do to stop anxiety? Right Right Wrong Right 

Why do I worry so much? Right Right Right Wrong 

Why am I sometimes anxious? Right Right Right Right 

Is it possible to  deal with uncertainty? Right Wrong Right Wrong 

How can I tell if others affect me? Right Right Right Right 

How can I practice mindfulness? Right Right Right Right 

Is it necessary to be creative? Right Wrong Right Wrong 

How much sleep do I really need? Right Right Right Wrong 

Table 6 - Results of a  small sample of the questions used in the test 
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The formula for calculating Accuracy is: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝐶𝑜𝑟𝑟𝑒𝑐𝑡 # 𝑜𝑓 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛𝑠 𝑎𝑛𝑠𝑤𝑒𝑟𝑒𝑑 

𝑇𝑜𝑡𝑎𝑙 # 𝑜𝑓 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛𝑠 𝑚𝑎𝑑𝑒
  = 94/100 = 0.94 ≈ 94% 

Equation 14 - Accuracy 

Accuracy is the ratio of the number of answers correctly answered to the number of questions 

asked, and the chatbot test results show the percentage of accurate answers. 

 

  Proactive Chatbot Extending Chatbot 

Type: Simple Complex Simple Complex 

Accurate Answers≈ 94% 77% 91% 59% 

Table 7 - Accuracy results 

For both simple and complex questions, the proactive chatbot showed better results, i.e. a 

higher number of correct answers, than the extending chatbot. The difference was four more 

correct questions for simple answers and eighteen more for complex questions.  

ANALYSIS: The experiment above was done in the following way: we asked the proactive 

chatbot the simple version of the question, then we asked the extending chatbot the same 

question; next we asked the proactive chatbot the complex question and then the extending 

chatbot the same complex question. 

In terms of  the big picture, we may say that we were influenced to a certain extent by the 

author’s bias in relation to the difference between the simple and the complex versions of the 

question, as some words are shared between the two versions. However, the original questions 

and the complex questions are far apart, making it possible for the proactive chatbot to answer 

the complex version after saving the simple question correctly. Nevertheless, this attempts to 

replicate the students’ situation, i.e. the fact that they share a typical language style and similar 

words. 
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5.7  Summary 

This Chapter starts with an introduction and an outline of the fundamental relationship between 

the PS2CLH model and the proactive chatbot.  

The proposed proactive chatbot framework for students uses a state-of-the-art Natural 

Language Processing - Deep learning question-and-answer technology. It is based on both the 

lecturer’s subject and the author’s student-controllable learning factor model which combines 

Psychology, Self-responsibility, Sociology, Communication, Learning and Health & 

Wellbeing (PS2CLH). This is where students, lecturers and university assistants have their 

profiles.   

The framework is divided into two parts, the first of which contains the following components: 

Questions/Inputs, Data Preparation and Embedding, Word2Vec/TF-IDF/MV-LSTM and 

Vector/Matrix and text-similarity measurement. And the second part of the proposed 

framework,  which is the Educational Chatbot Ecosystem. 

This research reports on the outcomes of the employment of the innovative, proactive chatbot 

framework. The main novelty in the chatbot’s framework is in the student-lecturer/assistant 

facilitator. After receiving the student question, the proactive chatbot suggests correlated 

controllable factors that influence the student’s performance and improves the system’s 

learning by saving the student’s question and associating it with the answer it gives. Thus, there 

is no need to fine-tune or retrain the model to enhance the proactive chatbot’s understanding 

of similar questions.  

The next chapter concludes the thesis by presenting an evaluation of the research and a general 

conclusion, and makes suggestions for further research, . 
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Chapter 6 Evaluation, Conclusion and Future works 

 

6.1  Evaluation 

The research question was, “How can a specific model be developed to enhance academic 

performance which deals with the controllable academic factors? Furthermore, how can this 

model be used within a framework for implementing a readily available student learning 

assistant tool?” 

Consequently, the primary purpose of this chapter is first to evaluate the methodology to 

establish the correlation among the PS2CLH model factors, and secondly to evaluate the design 

of the framework for a proactive chatbot for students. 

 

6.1.1 Evaluation of the methodology to find the correlation among the PS2CLH model 

factors 

The evaluation of this methodology will be done step by step, analysing each phase of the two 

experiments carried out in this research. We therefore start with the approval of the project by 

the university. 

Project Approval by the University: One of the initial problems here was the lack of any official 

ethical approval document developed by the Universidade Católica de Angola, demonstrating 

that many developing countries do not have solid plans to develop scientific research in their 

universities. Given this situation, we had to adopt the ethical approval document from the 

London Metropolitan University UK, which the Universidade Católica de Angola then 

formally approved. More than an official document, this research felt a need for commitment 

from the University, which suggests that for future research a new commitment/ participation 

document for the University’s involvement is required. It is essential for the University to be 

part of the project because that will ensure that more attention will be paid to problems that 

arise during the research due to the nature of research, which will involve all the students and 

lecturers at the University. Despite the initial obstacles, the Universidade Católica de Angola 

provided all the necessary support for this research. With the approval and support of the 

University, we moved on to the second phase of the research, which is qualitative research. 
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Qualitative research to develop the survey: At this stage of the research, we were faced with 

another problem, which was the lack of scientific material developed in the area of Artificial 

Intelligence and Education in Angola. However, while there is a lack of investment by the 

governments of developing countries in  scientific investigation, there is a lot of material on 

the subject in developed countries like England. Despite this state of affairs, interviews were 

conducted with students, university staff and lecturers, focusing on students’ behaviour inside 

and outside the university. This qualitative research was fundamental for the first experiment. 

In the second experiment, we used the experience of the previous experiment. After this phase, 

we formulated the questions, looking at the results of the qualitative research. 

Developing the questions for the PS2CLH model: In the first experiment, we had a great 

number of questions, and they were somewhat generic, resulting in incomplete student records.  

Students started to answer and then gave up because there were too many questions. This made 

us reduce the number of questions in the second experiment and make them more specific, 

paying more attention to the objective of each question and we were happy that more students 

were completing the questionnaire. After selecting the questions for the questionnaire, we 

started to build a web-based questionnaire. 

Building the web-based questionnaire using Scrum Methodology: We developed the web-

based questionnaire using Scrum methodology, which helped in the rapid development of the 

application. We used the python programming language in the Django 2.0 framework. The 

questions were Boolean with a 5-point Likert scale, and included a description explaining to 

the student what each factor meant and having some symptoms associated with them in ways 

that meant the students could still do the self-assessment if they had problems with that 

particular factor. . This approach was facilitative, as it gave students options relevant to what 

we intended to achieve as a result. Completing the development of the web-based questionnaire 

meant we had reached the stage where we could evaluate the collection of data from students. 

Collection of Data from Students; Beginning the Quantitative Research: Carrying out two 

experiments in which data was collected from student massively helped this research because 

of the quality of the data collected. Uncertainty governed the first experiment because of the 

lack of scientific studies related to AI in Angola. In the first experiment, we collected 600 

registers, with five areas and around 70 questions or factors. There were also many questions 

without a significant impact on the target variable, leading us to focus on the questions with 
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the most significant impact on the model. In the second experiment, we aimed to collect 500 

registers. We started our second experiment having as a reference point the variables of the 

first experiment. Consequently, we reduced the variables with less impact on the prediction 

model and kept those with the highest scores for predictive importance. In addition, we added 

a new area, Health &Wellbeing and changed Self-Management to a ‘Self-Responsibility’ area. 

In the second experiment, we reduced the number of questions in each area, but we added a 

new area with a total of 53 questions. Again, we reduced the filling in time, and student interest 

increased with the reduced number of questions. After finishing the data collection, we moved 

on to data analysis and constructing the predictive model. 

Start the CRISP-DM Methodology to Analyse the Data and Build the Model: We performed 

the data analysis using the CRISP-DM methodology on the database results from the student 

responses. We used the advanced statistics tool SPSS Modeler and R language. In 2018 and 

2019, the SPSS Modeler software was the best there was for analysing statistics  and applying 

data mining. The research goals were clear, which allowed it to turn into a data mining 

application. In both experiments, we were able to understand, extract, clean and process the 

data collected for use with data mining algorithms.  

The data partition of the first experiment was: training 50%, test: 25% and validation: 25%. 

The best model was Random Trees 1, with 90.74% accuracy, and then XGBoost Tree1, with 

85.6% accuracy. For the second experiment, the balanced partition split between results and 

percentage for the available data was: training 60%, testing 20% and validation 20%. We 

applied the SMOTE function to balance the lack of positive values. Then, the classification 

Logistics Regression function was used to build the model; the Python language result was 

around 94%. The best model from the SPSS Modeler results was the CRT model, which gave 

94.12% accuracy. We had better results with  the second experiment. We believe that one of 

the differentials was the significant factors chosen in relation to the target variable, probably 

because we had a better understanding of the factors affecting Angolan students’ performance.    

Predicting students’ performance, Attributing importance, Correlation and Clusters: After 

creating the model, we added it to the framework application so that as soon as the student fills 

in the questionnaire, the system automatically generates a forecast of his academic result using 

the PS2CLH model as a reference. Both experiments presented an acceptable prediction model 

result, which showed the correlation among the factors. The most significant attributes were in 
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the areas of Learning and Self-Management, such as “Establish and achieve personal goals” 

and “Practice Tests”.  

In the first and the second experiment, the correlation between the variables was determined. 

With the 3D visualisation in both experiments, we could see patterns showing different stages 

in the level of the students’ problems. The clusters were numbered from 1 to 7. We found that 

the best students were in the sixth and seventh clusters, which are the levels where the students 

selected have fewer problems with controllable factors. Finding the importance of attributes 

and establishing correlations among the variables allows us to add the proactivity function in 

the chatbot because it will suggest that student factors are related to what they are asking. It 

also shows on students’ profiles the variables they should prioritise. Below we evaluate the 

interventions. 

Students’ Interventions: With the knowledge produced by data processing and data analysis, 

we see a clear direction for our interventions in the cluster. The interventions aim to assist 

students to reduce the number of factors affecting student performance overall, helping them 

overcome their limitations and develop new study habits to allow them to move to clusters 6 

and 7. The experiment involved 50 students, of whom 25 selected students worked on some 

interventions with the researcher. This intervention showed that looking at the essential 

attributes and the correlation among the factors could assist many students because the model 

showed clear patterns which helped the researchers assist students.  

We now ask why they were not doing what they said they could do. We realised that students 

had unrealistic expectations, and we had to redirect them to their primary goal. At this point, 

we can say that the high accurate level of the model prediction  is not the main factor in this 

process: as long as there is a clear pattern and strong correlations among the factors selected, 

there will be a strong possibility of success. Having made the interventions, we move on to 

evaluating the results. 

Evaluation of the Results: the evaluation of the results was done as a function of the students’ 

improvement concerning factors in the PS2CLH model. We saw how they improved their 

academic performance and how the factors controllable by the students contributed to this 

improvement.  

Among the numerous machine learning models tested, the “Logistics Regression” model 

produced the best results. The prediction result presented by the model, based on the 
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perspectives of the  proposed PS2CLH, was around 94% accurate. It showed that the selected 

variables from the proposed PS2CLH model correlate directly with the target variable or the 

student’s academic performance. The target variable was the students’ past performance, in 

terms of grade point average (GPA). (For more detail, see the predictor Importance variables in 

the Appendix section.) Here “studying and working”  is one of the most significant predictors, 

followed by the variables “the average hours students play/distractions per day”, “Aim for 

excellence in everything you do”, “Establish and achieve personal goals”, “Practice Tests”, and 

more.  

It explains the correlation between the time students spend on distractions such as social 

networking, spending hours with friends and more. The “Aim for excellence in everything you 

do” and “Establishing and achieving personal goals” variables were also found to be significant. 

Dealing well with these last variables provedto be game-changing for top students, which seems 

to be in harmony with the previous literature reviewed and ideas such as the marshmallow factor 

or delaying instant gratification and applying deliberate practice. 

The Grade Point Average (GPA) is the score used to summarise students’ academic 

performance. According to (Singh, S. P., et al., 2016), a considerable number of researchers 

use the GPA to analyse students’ results. We applied the GPA to evaluate students’ 

performance in a semester (Tahir, S. & Naqvi, S. R., 2006).  

 
 

Figure 64 - Students’ average score in standard deviations 

At the end of the semester, the raised awareness of PS2CLH perspective of these 25 students 

from the second experiment helped them set priorities and identify management factors 

affecting academic performance more effectively. Consequently, most of them have enhanced 

their academic performance by addressing these critical factors. Nevertheless, due to the 

limitations of the current sample data, the PS2CLH model will be further monitored for various 

applications. 
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As we have just seen, the experiment was carried out with a small number of subjects relative 

to the total number of students in a university. Therefore, we need an intervention that can be 

scalable and cost-effective for all students and to follow them throughout the academic year. It 

is proposed that the proactive chatbot framework will do this, and we will evaluate the method 

below. 

 

6.1.2 Evaluation of the Method to Build the Framework Designed for a Proactive 

Chatbot for Students 

The evaluation of this method will be done step by step, analysing each component of the 

framework. We start with the inputs. 

Questions/Inputs, Data Preparation: The process starts by the chatbot receiving students’ 

questions via writing or voice. This possibility of writing or speaking gives the student more 

possibilities to interact with the chatbot. However, voice recognition still has certain 

limitations, such as the difficulty of recognising some accents. The use of text and speech for 

the student’s questions are strengths of the application. However, the Inputs writing and speech 

were designed only for regular students. The reality is that there are many universities 

worldwide with students with learning difficulties/disabilities who will not be able to use the 

application. Preparing the data helps in processing the question, but this process can often cause 

the loss of the certain words meaning , affecting question retrieval. However, in general we did 

not have too many problems dealing with data preparation. After this cleaning process, we used 

word embeddings. 

Word Embedding and Vector/Matrix: Looking at the big picture of the research in question, 

we will see that there are six areas with several factors, and the proactive chatbot will also assist 

in different subjects. Considering the research context, we chose to use the TF-IDF, as it is the 

ideal choice for problems that include many words and large document files. It can still be 

applied to each training document at once, while word embedding using vectors must be 

applied to each word individually. Furthermore, the power of TF IDF lies in its simplicity. 

Therefore, it consumes less memory. One of the problems with TF IDF is that each word maps 

to a single value, making a sparse matrix which does not capture the meaning. However, we 

use the Transformer model in this framework that captures the word context.   
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Text Similarity Measurement: It is common to use TF IDF with cosine similarity, which gives 

better results. Again, referring to the context in which we will insert the proactive chatbot, it 

makes perfect sense to choose technologies that work more efficiently together. Moreover, it 

seems that cosine similarity is effective in multidimensional context and more straightforward 

implementations than other similarity measurements.   

The Q&A and Transformer models: The choice of the transformer model for the framework 

was based on its self-attention of the stacked layers functionality that allows recognition of  

long-range dependencies in sequential data. This approach helps contextualise and find the 

correct answer to a specific question more quickly. It also deals with the vanish and explosion 

problems encountered in previous models during the training phase. However, the question-

and-answer model of the transformer reveals the limitation in the size of the dataset, i.e. its 

limited number of paragraphs. 

Assembly Parts: Even though the proactive chatbot presents options for possible questions, the 

student will have the option to confirm the desired question, thus breaking the natural rhythm 

of a conversation. However, students are used to search engines such as Google, Microsoft 

Bing and others. Therefore, we believe that this form of communication with the proactive 

chatbot will not be completely unfamiliar to students.   

Interaction Facilitator: This component makes the proactive chatbot more usable and reliable 

in terms of answering questions. In addition, there are students (perhaps introverts) who feel 

more comfortable asking questions outside of the classroom environment. Therefore, this 

component gives greater prominence to the proactive chatbot.  

Profile Customiser: We developed the pair “Extroverted (E) vs Introverted (I)”, but did not 

complete the development of the sixteen personalities types due to its complexity. However, 

the chatbot still acts according to students’ profiles; each profile is unique as it is based on the 

questionnaire the student has filled in. This is an exciting component in relation to the 

individualisation of student assistance. However, it could be developed in the future. 

Multimodality: One of our programming problems was viewing videos in the Mozilla Firefox 

web browser. The other difficulty was finding images or videos for the different questions, 

which will be an additional job for lecturers or assistants. However, this component helps in 

the student’s learning experience.  
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Rating: This component is an effective way to get chatbot performance feedback from the 

students, but the reality is that few students will rate the chatbot’s responses. Nevertheless, 

having the students’ ratings helps get a sense of whether the student found the chatbot 

assistance helpful and thus allow us, lecturers and assistants, to improve the questions and 

answers in the knowledge base in the future.  

Suggest Factor: We usually pay more attention to the problems that appear to be the biggest. 

However, the reality is that these are often just the result of other problems which appear to be 

harmless, for example the domino effect. Consequently, we end up dropping the biggest 

domino by moving what we can, i.e. the smallest one. This can be seen when students try to 

solve problems such as stress and fail, but if they solve another problem, such as the lack of a 

study plan that is causing the stress, the stress can disappear. Therefore, we see this component 

as being an innovation in the field of student assistance. 

Knowledge Database:  Even though we limit the number of questions associated with an 

answer, the knowledge base will inevitably grow rapidly, negatively affecting performance. 

However, the benefit of keeping the best ratings from students’ questions will outweigh the 

potential problems. 

Profiles: Generally, universities have applications with web profiles of students and lecturers. 

This component could be a connection point between existing university applications and the 

proactive chatbot framework, with the flexibility to integrate new components in different 

universities.    

Comparison between the proactive chatbot and the extending chatbot: The table below 

presents a functional overview of what one chatbot does better than another. 
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As we can see, the two chatbots assist the student, both using a decent number of questions in 

their data set. However, the proactive chatbot has greater accuracy. On the other hand, the 

extending chatbot gives a faster response to the student’s questions. However, one of the 

reasons for this are the procedures that make the proactive chatbot learn from past questions 

and deal with unexpected situations where the questions asked by the student are not found in 

the knowledge database. It uses multimodality in its responses yet receives feedback from 

students and proactively acts by suggesting other factors correlated with the question asked by 

the student. All of this makes the conversation less natural between the proactive chatbot and 

the student. The key observation was that, despite the limited real-world  simulation with 

students, the proactive chatbot learned and used more information in giving a response for each 

interaction. For example, creating a cluster of similar questions related to a particular chatbot 

answer led us to suggest that it improved accuracy as the students interacted with the chatbot. 

Despite encouraging results, the proposed proactive chatbot needs to be further monitored and 

tested in different universities and countries. 

 

 Proactive Chatbot Extending Chatbot 

Accuracy of answers  🗹 
 

Execution time of chatbot’s response   🗹 

Instant learning from previous 

questions 
🗹 

 

Human-like conversation  🗹 

Dealing with questions that are not in 

knowledge database 
🗹 

 

Multiple ways of displaying content  🗹 
 

Proactivity 🗹 
 

Accepts student feedback 🗹  

Q&A in relatively large data set  🗹 🗹 

Assists students 🗹 🗹 

Table 8 - Comparison between the proactive chatbot and the  extending chatbot 
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6.2 Limitations 

The first limitation was the researcher’s lack of background knowledge of the multidisciplinary 

field, specifically of psychology, sociology, communication, learning and health and well-

being. In addition, during the collection phase, a problem was the fact that the Universidade 

Católica de Angola did not have an ethical approval document, demonstrating that many 

developing countries do not have solid procedures for developing scientific research in their 

universities. There was also a lack of scientific material produced in the area of Artificial 

Intelligence and education in Angola. 

The other limitation was the lack of an efficient way of evaluating students’ controllable factors 

on the web questionnaire. To process the data, we used a data mining tool which presented 

some limitations in explaining the procedures and how we got a particular result. 

There are still limitations in understanding the clusters of students’ behaviour using the 3D 

visual representation. The other problem is that we used interventions for only 25 students. 

Lastly, we did not test the proactive chatbot framework in a real-life university environment 

with students; therefore, we were not able to investigate the real-world effects of the proactive 

chatbot. 

 

6.3 Implications 

Creating the PS2CLH model develops an awareness of the current controllable factors that 

affect students’ performance, both for students and for university managers, giving them a basis 

for taking proactive actions and intervening accordingly. The PS2CLH model can potentially 

become a reference for future studies related to students’ controllable factors. In addition, the 

3D representation of the students’ factors using the PS2CLH model is a viable tool for resolving 

a concern for university managers, subject tutors and academic mentors. This representation 

helps to show, measure, analyse and monitor student performance against controllable factors 

affecting their academic achievement and thus to enhance the student experience. Finding the 

current connection of particular university student behaviours and lifestyles, and particularly 

the controllable factors, opens a new possibility for effective interventions for different clusters 

of students. Finally, the proactive chatbot framework has the potential to facilitate and enhance 
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the way lecturers or mentors interact with students, improving the student’s learning 

experience, and for learning from this interaction and increasing  the usability of the chatbot. 

 

6.4  Conclusion 

The aim was to develop a specific model to enhance academic performance that incorporates 

all the controllable academic factors and further integrate it into a framework for the 

implementation of a readily available and student-usable tool, in which we used Natural 

Language Process - Deep Learning (NLP-DL).  

We started by investigating the literature to build the PS2CLH model that combines the 

perspectives of Psychology, Self-responsibility, Sociology, Communication, Learning and 

Health & Wellbeing to facilitate a student-controllable learning factor model. Then, we built a 

methodology to find the correlation among the PS2CLH model factors. Next, we developed a 

method to build the framework designed for the proactive chatbot for students. Finally, we built 

an application that incorporates a proactive chatbot that could potentially assist students. 

During the first phase of the research, two experiments were conducted to test the practicability 

of the PS2CLH model. According to the results, students improved their awareness of PS2CLH 

perspectives on factors influencing their achievement and which are under their control. The 

PS2CLH model helped them to control how much influence the factors have on them. It 

empowered the students. 

Although we still face the challenge of assisting all the students in their academic work for the 

duration of their programmes, new solutions to tackle this issue are emerging. This research 

proposed an AI deep learning chatbot using the state-of-the-art model Transformer combined 

with text similarity measurement and other components, resulting in a proactive chatbot 

framework to assist students on the PS2CLH factors and their academic subjects individually. 

This approach improved the accuracy of the proactive chatbot. It could instantly learn in 

interaction with the student.  

However, the proposed framework still has limitations. For instance, there is no image or video 

for every question-answer on our knowledge database to fully exploit a multimodal 

environment. In our case, we just represented the pair Introverted – Extroverted on the chatbot 

persona due to the complexity of doing anything more sophisticated. In addition, future 
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framework testing is required. The best way of doing this would be to test how it works over a 

semester at different universities. Despite advances in Artificial Intelligence, we still have a 

long way to go to achieve the initial claim that AI could achieve the level of human rationality 

level or become a technology that perfectly replaces human interaction. 

To conclude this Thesis,  the metaphor of planting a garden is presented below, referencing 

James C. Hunter’s book “The Servant”. It sees a parallel between assisting a student and 

creating a healthy environment for a plant. In our case, the proactive chatbot framework intends 

to create a healthy environment for students to improve their academic performance. 

From Hunter’s perspective, to shape a healthy garden, it is first necessary to find a piece of 

land exposed to the sun and turn over the soil to get it ready for planting. Then the seeds can 

be planted, they are regularly watered, and the soil is fertilised, taking care of pests, controlling 

the temperature and wild planting the garden every so often. He declares that we will see some 

growth in due time, and soon the fruit will come, (Hunter, 2012). This is how we created the 

PS2CLH model to identify each student’s controllable factors which affect much of their 

performance. We then built students’ profiles, using the proactive chatbot to assist them 

periodically in relation to the PS2CLH factors through which they can control their behaviour 

and lifestyle, and to assist them in their academic subjects. The framework will be used as a 

facilitator to help lecturers and specialists engage  with, involve and assist students. We can 

expect to see students’ growth after some time. However, assistance is any communication that 

influences choice. While this research proposes that the proactive chatbot framework can 

provide the necessary ‘friction’ or influence, students should make their own choices to 

improve. Bearing in mind the garden rules, growth does not occur because of us. We can deliver 

a healthy environment and provide the knowledge students need to question their behaviours, 

and then they can choose to change and improve their academic performance.  
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6.5  Future works 

For future work in this area, we recommend that data collection be appropriately developed 

with student tests and scientific diagnostics, finding a scientific way of evaluating students’ 

academic problems instead of a self-evaluation questionnaire. The other recommendation for 

future work would be to  individualise and personalise the proactive chatbot based on the 16 

personality types in ways that can involve students and captivate them in their interaction with 

the chatbot. In addition, work need to be done to find a more efficient integration of text 

similarity measurements and the questions and answers model and to improve the structure of 

the knowledge database. 

In terms of further research, we suggest incorporating parallelism in the text similarity 

measurement algorithm for each question with multiply answers. This could identify the 

highest score for each question and would thus help to improve machine learning on-time 

processing. Furthermore, the chatbot could learn the student’s languages and ways to ask more 

efficiently. This work could speed up the chatbot’s process as  the knowledge database is filled 

with more and more information. We also suggest future research on classification in the 

PS2CLH model and lecturers’ subjects. The idea could be to use classification to identify the 

area of students’ questions more precisely when they ask a question.  
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Feature Regular Student Top Student Average between 

both type 

A.generalized.anxiety.or.fear 11.900842 7.093103 9.4969725 

Accept.the.change 9.771442 7.545632 8.658537 

Aim.for.excellence.in.everything.you.do 12.133342 4.470418 8.30188 

Bullying 11.461367 7.889721 9.675544 

Conditions.of.habitability 12.09755 5.994017 9.0457835 

Discouragement.and.negativity 17.536234 10.100659 13.8184465 

Distributed.study 15.254397 10.774459 13.014428 

Disturbance.of.the.mode.of.being 7.587777 5.027322 6.3075495 

Establish.and.achieve.personal.goals 19.230261 16.579838 17.9050495 

Existence.in.my.family.of.certain.beliefs.and.habits 11.612639 5.217129 8.414884 

Expressing yourself 12.373958 3.164849 7.7694035 

Family.income 9.577273 4.242995 6.910134 

Feel.that.there.is.a.void.in.my. 

life.what.influences.my.hours.of.study 

11.919715 7.257566 9.5886405 

Grammar.and.vocabulary 15.630944 10.901848 13.266396 

Highlighting.and.underlining 8.518984 2.862623 5.6908035 

Eating.healthy 14.87112 13.184391 14.0277555 

feel.mentally.healthy 11.711269 2.581557 7.146413 

plenty.of.energy.during.the.study.time 13.753262 12.056725 12.9049935 

Regular.physical.activity.and.exercise 12.396418 9.68412 11.040269 

Rest.body.and.mind 9.560582 5.377362 7.468972 

Feel.depressed 11.682132 10.044437 10.8632845 

low.self.steam 10.942398 4.775179 7.8587885 

some.unspecified.psychological.problems 13.881609 12.499861 13.190735 

Immediacy 15.461153 7.125493 11.293323 

Lack.of.a.network.of.public.transport 11.697352 5.905367 8.8013595 

Lack.of.electricity.water.and.sanitation 8.374959 6.109184 7.2420715 

Long.distance 13.792366 9.212987 11.5026765 

hours.study.per.day 15.942935 12.576001 14.259468 

Hours.play.distration.per.day 15.771161 14.066528 14.9188445 

Practice.tests 14.96721 13.665361 14.3162855 

Preparation.of.a.questionnaire 9.153478 4.86045 7.006964 

Prepare.summaries 13.613933 4.54459 9.0792615 

Problem.with.calculus.and.mathematic 14.684981 14.409741 14.547361 

Procrastination 13.161259 3.788622 8.4749405 

Reread 9.345112 5.942175 7.6436435 

Self.explanation 10.884025 5.61431 8.2491675 

Sensual.images 14.462227 6.230684 10.3464555 

Set.priorities 15.765833 12.362556 14.0641945 

Sleep.problem 9.853957 5.778763 7.81636 

Speak.fluently 10.087846 4.27585 7.181848 

learning.prob.which.impact.my.communication 11.546819 10.459346 11.0030825 

Stress 12.912676 9.29386 11.103268 
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The seven styles of learning (Gardner) (LLC, 2019) 

 

 

 

Variables’ prediction importance 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Studying.and.working 18.698665 12.798235 15.74845 

Stuttering.or.typology.of.disfluencia 12.396418 9.68412 11.040269 

Time.management 11.711269 2.581557 7.146413 

Understand.the.leccturer.in.the.classroom 8.753262 7.056725 7.9049935 

Understanding.and.interpretation.of.reading 17.87112 13.184391 15.5277555 
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16th Psychological Types (Jung, C.G.) 
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Top Decision Rules for ‘TargetVariable’ 

Decision Rule Most 

Frequen

t 

Categor

y 

Rule 

Accura

cy 

Ensembl

e 

Accuracy 

Interestin

gness 

Index 

(AimForExcellenceInEverythingYouDo > 3.0) & 

(OnAverageHowManyHoursYouPlaydistrationPerDa

y <= 3.0) & 

(OnAverageHowManyHoursYouPlaydistrationPerDa

y <= 4.0) & 

(PracticeTests > 1.0) & (DistributedStudy <= 3.0) 

0.0 1 1 1 

(EstablishAndAchievePersonalGoals > 1.0) & 

(DistributedStudy > 2.0) & (Expression > 2.0) & 

(AimForExcellenceInEverythingYouDo > 3.0) & 

(EstablishAndAchievePersonalGoals <= 3.0) 

0.0 1 1 1 

(OnAverageHowManyHoursYouPlaydistrationPerDa

y > 2.0) & (SetPriorities <= 1.0) & 

(AimForExcellenceInEverythingYouDo <= 3.0) & 

(EstablishAndAchievePersonalGoals <= 3.0) 

0.0 1 1 1 
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(SetPriorities <= 1.0) & 

(EstablishAndAchievePersonalGoals > 3.0) 

0.0 1 1 1 

(OnAverageHowManyHoursYouPlaydistrationPerDa

y > 1.0) & (Expression > 3.0) & (SetPriorities > 1.0) 

& (IDoNotFeelThatIGiveToMyselfThe 

ValueThatIDeserveToHaveAsAPerson <= 4.0) & 

(DistributedStudy > 2.0) 

0.0 1 1 1 

Table - Random trees 1 model Decision rule table 
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