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Abstract— Age recognition is an important task in computer 
vision and is applied in security, human computer interaction, 
and demographic analysis. The purpose of this study is to 
examine the benefits of transfer learning that enables age 
recognition models to benefit from arbitrary image data. To test 
the impact of (CNNs) have on increasing the accuracy of age 
estimation for various image datasets, they were evaluated. 
Through the analysis of widely used deep learning architectures, 
VGG16, VGG19, ResNet50, and MobileNet, this study aims to 
select the most preliminary and optimization techniques for age 
classification. Fine-tuned ImageNet pretrained models were 
applied in transfer learning to adapt these models for age 
recognition tasks. Supplementing the UTKFace dataset, we 
investigated the influence of different CNN architectures on 
model performance, adding to the data carefully curated 
primary dataset. In this study, it was determined that VGG16 
achieved an optimal balance between computational efficiency 
and accuracy, yielding results of 80% on the primary dataset 
and 71% on the UTKFace dataset when compared with all four 
models. This study explores the effectiveness of deep learning 
models for age classification, focusing on the VGG16 
architecture. By leveraging transfer learning techniques and 
diverse datasets, the model achieves robust performance across 
varying demographics. The results highlight the significance of 
dataset diversity and advanced learning strategies in developing 
scalable and adaptable age recognition systems for real-world 
deployment. 
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I. INTRODUCTION  

    Age estimation constitutes a multifaceted interdisciplinary 
scientific approach that integrates biology, technology, and 
sociology, utilizing biometric traits to estimate an individual's age. 
Facial features serve as a rich source of biological indicators for age, 
facilitating non-invasive age estimation.[1]. Because the human face 
is subject to subtle genetic, lifestyle, and environmental 
modifications that increase the difficulty of precise age recognition, 
this is a complex problem. However, differences in behavior and 
demographics, as well as these variations, make traditional methods 
of age estimation even more difficult. Thus, with the growing 
interest in computer vision, we have deep learning algorithms that 

perform better than humans in age prediction. This has great 
significance in many domains, such as security, marketing, and 
healthcare, where age recognition is the key factor in verifying 
identity and providing personalized services [2]. Most recent 
advancements in artificial intelligence (AI), as well as machine 
learning, have uniquely exploited, especially transfer learning, to 
enhance the precision and adjustability of age recognition systems. 
A major shortcoming of conventional age estimation systems is their 
inability to generalize models properly on different conventional 
images, other than the training set of images for which they were 
trained. This is overcome in transfer learning, which utilizes 
pretrained CNNs to facilitate the generalization of models across 
diverse sets of typical images [2]. Computer vision in the real world 
with varying sizes and quality problems remains a pertinent problem 
in age recognition. If the algorithms cannot accurately classify age 
in most cases, when an abundant amount of image data is present, it 
is not sufficient. The limitations of age estimation from biometrics 
have motivated us to develop tools to correct these by using the 
transfer learning method to improve accuracy and efficiency. The 
goal is to construct a model that can classify people into various age 
groups and address the flaws of existing models for multiple image 
input classification. 

The primary objective of this study was to develop a robust age 
recognition system that utilizes deep learning methodologies. The 
study employed transfer learning to optimize Convolutional Neural 
Network (CNN) architectures, including VGG16, VGG19, 
ResNet50, and MobileNet, for age estimation tasks. Key objectives 
encompass curating and integrating celebrity facial images into 
specific age, gender, and ethnicity categories across various time 
intervals. Fine-tune the pre-trained models using TensorFlow and 
Keras to achieve a marginal improvement in the inaccuracy rate with 
respect to a given dataset of images. Evaluating model efficiency by 
assessing the generalization ability of unseen data. Conducting a 
comprehensive review of soft biometrics and hybrid age estimation 
approaches to enhance existing methodologies. This study 
contributes to four significant advancements in the field of gender 
recognition using deep learning. We implemented advanced transfer 
learning techniques that expanded CNN-based age detection 
systems by utilizing VGG16, VGG19, ResNet50, and MobileNet 
with pretrained ImageNet weights. A combination of original 
datasets with UTKFace data facilitated the fine-tuning of the pre-
trained feature extraction to reduce the need for training from 
inception. The experimental findings revealed that VGG16 was the 



optimal solution because it demonstrated peak accuracy in 
conjunction with an efficient processing speed, rendering it 
suiTABLE for practical implementation. This study validated the 
efficacy of transfer learning in enhancing the accuracy of age 
detection, indicating promising potential for AI adoption across 
diverse applications. The structure of this paper is as follows: 
Section 2 details the preparation and collection of the dataset. 
Section 3 outlines the experimental methodology, while Section 4 
provides an analysis of the results obtained from applying transfer 
learning to Convolutional Neural Network (CNN) models, including 
VGG16, VGG19, ResNet50, and MobileNet. Section 5 concludes 
the paper by offering recommendations, synthesizing key findings, 
and proposing directions for future research. Despite efforts in age 
estimation from facial images, it remains a challenging task because 
facial aging patterns vary with natural changes, making it difficult 
to adapt machine learning models to age-dependent facial features. 
These challenges are particularly relevant to applications such as 
missing person identification and passport renewal. An approach to 
accelerate age estimation based on tensor subspace learning and 
fuzzy classification that deals with the complexity of aging and the 
manner of intraclass variance was proposed by Mittal and Patel [3]. 
Nevertheless, the dataset utilized in their [3] study was limited and 
did not allow for the generalizability of their approach. 

Logronio et al. [4] studied the possibility of using Convolutional 
Neural Networks (CNNs) using Keras for age face image 
classification. Finally, they showed that using transfer learning can 
increase the performance of a model, even when there is little 
training data available. The CNN-based feature extraction and max-
pooling layers, as reported by Kanwar and Singh [5], further stressed 
the need for robust feature extraction for accurate age classification. 
Sharma et al. [6] used enhanced feature extraction techniques in a 
CNN to perform face localization for age and gender classification. 

George et al. [7] also studied the advantages of using transfer 
learning over standard learning based on four usual CNN 
architectures such as VGG16, VGG19, ResNet50, and MobileNet. 
By highlighting the benefits of using transfer learning when 
processing smaller datasets, they demonstrated the possibilities of 
the approach. As pointed out by Gupta et al. [8]; to perform a more 
accurate classification, these deep learning architectures must be 
designed according to complex tasks such as age recognition. 
Hassan and Izquierdo [9] used the EfficientNetB3 model with 
federated learning and obtained good accuracy, but could not predict 
people in the middle-aged group, which indicated an improvement 
in age group prediction. Moreover, the MMV Pedestrian dataset that 
collected an airport-style walking corridor was also used by Billal et 
al. [9] to predict the age, gender, and ethnicity based on the 
EfficientNetB3 architecture. Images taken at different distances 
from the camera, ranging from 4 m to 10 m, were provided in the 
dataset. This dataset was applied to the One Detect federated 
learning architecture with age range approximations but inaccurate 
age predictions, specifically with those in the 31–35 age group. To 
cope with these challenges, the current study curates a controlled 
dataset of front-facing facial images in which subjects are centrally 
located in the frame from subjects of multiple ages, genders, and 
ethnicities. It is a temporal dataset curated in a primary dataset to 
improve age estimation accuracy through a transfer learning 
approach. 

One of the most recent techniques for age estimation is raw pixel 
features, appearance features, facial landmarks, and local binary 
patterns. Compared to the traditional support vector machine 
classification, the classification moved towards a deep learning 
model for better accuracy and ability to work with a diversified 
dataset. In the following TABLE, a complete review of the latest 
advances in age estimation by transferring deep learning and transfer 
learning methods from 2021 to 2024 is summarized. 

TABLE I. RELATED WORK FROM 2021 TO 2024 

 

II. DATASET 
    The paper objectives for age recognition from heterogeneous 
images are reflected in the dataset, which encompasses a wide range 
of age, gender, and ethnicity. Specific protocols were implemented 
to ensure that the participants faced the camera directly, with their 
center positioned within the frame, and a time interval was 
established to focus on age recognition across temporal dimensions. 
The significance of participants’ availability for data collection was 
emphasized, as it was crucial to obtain images of the same 
individuals at different time points. Owing to insufficient data for 
testing resulting from individuals’ reluctance to share personal 
photographs, images of public Fig.s were used as an alternative. To 
enhance transfer learning, data were obtained from Internet sources 
and public repositories, comprising images of celebrities 
categorized into five age groups: 5-15, 16-30, 31-45, 46-60, and > 
60 years. This approach enriches the dataset by aligning it with the 
project objectives. A random sample of this dataset is shown on Fig. 
1. 
 



  

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 
 

 

 

 

 

 

  

 

 

 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

Fig.1.  A random sample of this dataset 

The methodology employed to develop an accurate age-detection 
model consists of several sequential steps. Dataset preprocessing 
involves resizing the images, standardizing the pixel values, and 
applying data augmentation techniques to a limited dataset. 
Subsequently, the data were partitioned into training, validation, and 
testing subsets to evaluate the model performance. Initial evaluation 
using a simpler model establishes baseline performance and guides 
the selection of pre-trained models, such as VGG16, VGG19, 
ResNet50, and MobileNet, based on their architecture, adaptability, 
and computational efficiency. Transfer learning was used to fine-
tune these models on a project-specific dataset, with a focus on age-
related features. This fine-tuning process was iterative to ensure 
accurate classification of individuals into five age groups. The 
optimal model was selected based on a balance between accuracy, 
efficiency, and precise age-group categorization. This approach was 
designed to yield an efficient and robust age-detection model. Fig. 2 
presents a sequence chart that visually delineates the research 
methodology employed to develop the age-detection model using 
machine-learning techniques. This illustrates the sequential 
progression and interconnectivity of various project phases, 
emphasizing the iterative nature of the model development process. 

Fig. 2. Flowchart of the Age Recognition System. 

Data Preprocessing is an important step in optimizing the dataset for 

modeling training and evaluation. Specifically, it entails cropping 

images to show off features such as the face, aligning data in line 

with UTKFace standards, and normalizing pixel values to 

compensate for differences in lighting and color. All these steps will 

ensure that the model does not consider irrelevant features and will 

not be affected by noisy backgrounds. Fig. 3 shows the histograms 

of the pixel value distribution of the UTKFace dataset before and 

after normalization. Image resizing, color channel conversion, and 

elimination of noncompliant files were applied to further procedures 

for data consistency. Therefore, the normalized primary Dataset was 

constructed to fit a more equable scale, as shown in Fig. 4. Then, the 

preprocessed data were ready to be fed to the model to train and 

improve its performance in age detection tasks. 

 

Fig. 3. Pixel Value Distribution before & After Normalization of the 
UTKFace Dataset 

 

Fig. 4. Pixel Value Distribution before & After Normalization of the 
Primary Dataset 

III. METHODOLOGY 

    Given that there are several transfer learning models, we decided 
to use VGG16, VGG19, ResNet50, and MobileNet because of 
their performance and convenience in age-detection tasks. 
VGG16, VGG19, ResNet50, and MobileNet models represent 
different architectures; VGG16 and VGG19 provide extraction 
of features, ResNet50 is residual learning based on detailed 
feature capture, and MobileNet shrinks the model for efficiency. 
By directly comparing these models under similar conditions, 
we aimed to fill gaps that already exist in existing research with 
respect to the choice of models and the contexts under which 
they need to be maintained in age detection tasks. 

A.Customization and Data Training for VGG16  

 
    This study elaborates on the utilization of the VGG16 model 
pretrained on ImageNet weights and applies a transfer learning 
technique to age recognition. Therefore, custom layers are added to 
the base model of the VGG16 architecture for Age Detection. The 
3D feature maps are then flattened by the flattened layer, making 
them compatible with dense layers. It presents two dense layers with 
ReLU activation and L2 regularization and a dropout layer for 
reducing overfitting. The output layer employs SoftMax activation 
for age classification. The training is performed using categorical 
cross-entropy as the loss function and the Adam optimizer to obtain 
the best result.  Fig. 5. Illustrate the steps to deploy VGG16 model 
for age classification with customization. The fine-tuning 
Procedure for VGG16 In training, VGG16 is frozen up to the top 
layers to preserve the pretrained features. It was progressively 
unfrozen as the deeper layers were progressively fine-tuned for 
age detection. To protect against overfitting, early stopping and 



model checkpoint mechanisms that recover the best-
performing model iteration were used.  

 

Fig. 5. Customization and Data Training for VGG16 

 B. Customization and Data Training for VGG19 
 
    With its deeper architecture, VGG19 is more suiTABLE for 
extracting features with much higher complexity. As in VGG16, we 
add custom flattened layers and dense ReLU layers with L2 
regularization. Categorical cross-entropy was used by the model to 
be compiled, and Adam, RMSprop, and SGD were used for 
optimizer experimentation. Like VGG16, the top layers of the 
VGG19 model were initialized with frozen values to retain pre-
trained features for Fine-Tuning Procedure for VGG19. Finally, the 
model was adapted to account for age-specific features by using 
progressive unfreezing. RMSprop and SGD both failed to work 
well, and Adam was found to be the best optimizer for fine-tuning 
which shown in Fig.6. 

 

Fig. 6. Steps to optimize VGG19 for ag classification. 

C. Customization and Data Training for ResNet50  

     In our study, we have implemented ResNet50, which is effective 

when using the residual learning framework to capture detailed age-

related features. The model uses pretrained weights on ImageNet 

and consists of custom layers of Global Average Pooling 2D and 

dense layers. An improved generalization was achieved by adding 

dropout layers illustrated in Fig. 7. 

 

Fig. 7. Optimizing ResNet50 architecture for age detection. 

In our paper we have implemented data augmentation techniques, 

such as rotation, zoom, and horizontal flipping, for improving 

generalization. The Adam optimizer was used to compile the model, 

and categorical cross-entropy was used as the loss function. The 

image augmentation handling included the ImageDataGenerator. 

For Fine-Tuning of ResNet50, initially, we trained the model on the 

pre-trained features with frozen base layers and slowly unfrozen and 

fine-tuned the model for age-specific detection. The Reduce LROn 

Plateau callback was used to perform learning rate adjustments to 

make training more efficient. 

D. Customization and Data Training for MobileNet  

    With resource constraints, age detection is well-suited for 
MobileNet, which is an efficient network. The model then integrates 
into custom layers, such as Global Average Pooling2D and dropout. 
MobileNet was adapted for age classification using pretrained 
weights from ImageNet. Thus, they have attempted to increase 
robustness by employing data augmentation strategies such as 
random flips, rotations, and zooms. The Adam optimizer was used 
to compile the model with categorical cross-entropy, and 
ImageDataGenerator was used to handle the process of image 
augmentation. Similarly, we have implemented Fine Tuning and 



Advanced Training for MobileNet. The first phase involved training 
MobileNet from frozen base layers with newly integrated layers 
trained for age detection. The ReduceLROnPlateau callback deals 
with dynamic learning rates and early stopping and checkpoint 
mechanisms are used to avoid overfitting. In the following Fig.8, we 
have illustrated the model to optimize its performance as it 
approaches maximum efficiency. 

 

Fig. 8. Optimizing MobileNet architecture for Age Classification. 

IV. RESULT EVALUATION 

    VGG16, VGG19, ResNet50, and MobileNet were used for the 

experiments. For each model, the same sequence of steps was 

followed each time: loading pre-trained weights, flattening the layer, 

adding a regularized layer (dense), configuring the output layer, 

compiling the model, and freezing some layers for fine tuning. In 

Fig. 9 we present the accuracy and loss of the VGG16 model. 

Additionally, TABLE 2 provides a detailed evaluation of VGG16 

experiments for age detection using the UTKFace dataset. 

 
Fig. 9. Vgg16 model accuracy and model loss 

TABLE 2: EVALUATION OF VGG16 EXPERIMENTS FOR AGE 

DETECTION (UTKFACE DB) 

 

 
Evaluation of VGG16 Experiments for Age Detection for Primary 

dataset 

 
Fig. 10. Vgg16 model accuracy and model loss for Primary Dataset. 

 
Notice the findings of Fig. 10 and TABLE 3 that the post-
optimization model checkpoint architecture ensures better balance 
because it represents the optimal performance with high accuracy 
and low loss. This resulted in good learning that was not excessive. 

 
TABLE 3: EVALUATION OF VGG16 EXPERIMENT ON THE 

PRIMARY DATASET 
 

 

Training and validation accuracies were 95.14 percent and 91.67 
percent, respectively, very good showing on familiar data. 
Nevertheless, the performance record deteriorated in a major way 
by reducing to 53.33% when tested indicating that generalization 
was not good. The small stature of the base model (300 samples) 
probably restricted generalizability capability of the model since it 
does not effectively portray the variance that exists within the 
unobservable data. This highlights the need to make additional 
changes including investigation of regularization methods, 
widening the training set and altering the model architecture. 

A. Predictive Accuracy of VGG16 on the Primary Dataset 

   The primary dataset underwent preprocessing prior to the 
application of the pre-trained model stored as "weights. best. hdf7." 
The model classifies images into age groups using a Model 
Checkpoint callback. The predicted labels were compared with the 
actual labels and the accuracy was calculated. The results on 
including true labels, predicted labels, and accuracy percentages, are 



presented, demonstrating an 80% prediction accuracy, thus 
indicating the model's efficacy in age group classification on Fig.11. 

 

Fig. 11. Predictive Accuracy of VGG16 on the Primary Dataset 

The Evaluation of VGG19 Experiments for Age Detection of 
UTKFace dataset can be seen in (Fig. 12), whereas the Result of 
VGG19 Experiments of Age Detection of UTKFace dataset can be 
displayed in (TABLE 4). 

 

Fig. 12. Evaluation of VGG19 Experiments for Age Detection for UTKFace 
dataset  

TABLE 4: EVALUATION OF VGG19 EXPERIMENTS FOR AGE 
DETECTION (UTKFACE DB) 

 

B. Predictive Accuracy of VGG19 on the Primary Dataset 

The analysis of VGG19 model on the original dataset revealed that, 
although the model received decent values of the training and 
validation accuracies of up to 60.96 %, the predictive performance 
of the model on the test set was lower. The optimal percentages of 

accurate prediction of the correct age category did not exceed 46%, 
which was also insufficient as we have shown on Fig. 13. 

 

Fig. 13. Predictive Accuracy of VGG19 on the Primary Dataset 

C. Evaluation of ResNet50 Experiments for Age Detection 

    In Fig. 14 and TABLE 5, we present the evaluation of ResNet50 
experiments for age detection using the UTKFace dataset. The 
results indicate that the accuracy is not satisfactory.

 

Fig. 14. Evaluation of ResNet50 Experiments for Age Detection for 
UTKFace dataset  

 TABLE 5: EVALUATION OF RESNET50 EXPERIMENTS FOR AGE  
DETECTION (UTKFACE DB) 

 

D. Predictive Accuracy of ResNet50 on the Primary Dataset 

The total dataset presents challenges for achieving high accuracy. 
Nevertheless, the performance of the primary dataset on specific 
images was improved when the ResNet50 model was used in 
conjunction with data augmentation. Notably, under certain 
conditions, it accurately identified the '5-15' age group with 97.92% 
confidence. It demonstrated only 1.58% confidence in predicting the 
'16-30' category, thus exhibiting a bias towards the '5-15' group 
which we demonstrated on Fig. 15. This indicates that ResNet50 



with data augmentation can be effectively performed under 
appropriate conditions. 

 

Fig. 15: Predictive Accuracy of ResNet50 on the Primary Dataset 

E. Evaluation of MobileNet Experiments for Age Detection 

In Fig. 15 and TABLE 6, we present the evaluation of MobileNet 
experiments for age detection using the UTKFace dataset, where the 
model accuracy is observed to be lower compared to VGG16. 

 

Fig. 15. Evaluation of MobileNet Experiments for Age Detection for 
UTKFace dataset  

TABLE 6: EVALUATION OF MOBILENET EXPERIMENTS FOR AGE 
DETECTION (UTKFACE DB) 

 

The performance variations of the MobileNet model for various 
experimental setups are illustrated in TABLE. The model was 
initially promising but had issues with validation accuracy. The 
training metrics improved with data augmentation; however, 
overfitting caused no change in the validation performance. 
Combining Early Stopping and Model Checkpoint was successful to 
stabilize the validation metrics, but with a decreased training 

accuracy which means that the model has not been fully optimized, 
or the training process was stopped too early. 

F. Predictive Accuracy of MobileNet on the Primary Dataset 

    The brand new MobileNet architecture was applied to the main 
data set to find out the age-detecting aptitude. The model obtained a 
testing accuracy of 25%, which shows how tricky this dataset was. 
Even more in-depth examination showed significant differences 
between the anticipated and actual ages groups, which can be 
observed in sample predictions on Fig. 16. 

 

Fig. 16. Predictive Accuracy of MobileNet on the Primary Dataset 

G. Results of CNN Models Using Transfer Learning for Age 
Detection 

Through transfer learning, VGG16 learned well, generalized very 
well, and attained an initial validation accuracy of 83.05%. 
Furthermore, the optimization techniques of layer freezing, 
unfreezing, and early stopping showed fluctuating validation 
accuracies. The variability also points to the challenge of learning 
and generalizing well on the primary dataset (unseen data). 
Including Model Checkpoint saves the best model. In this case 
83.05%. VGG16 was found to be a good fit model with suiTABLE 
accuracy, efficiency, and generalization, which highlights the 
importance of tailored training strategies for transfer learning. 

II. CONCLUSION & RECOMMENDATION 
    This study examined various convolutional neural network 
(CNN) architectures in the context of advanced transfer learning for 
age determination. The model performance exhibited significant 
improvement, with reduced time and resource expenditure through 
transfer learning. This study utilized models such as VGG16, 
VGG19, ResNet50, and MobileNet, which demonstrated favorable 
improvements in accuracy, with VGG16 achieving a maximum 
validation accuracy of 83.05%. Dataset diversity has been 
emphasized as a crucial factor in enhancing model generalization, 
particularly in real-world applications. The UTKFace dataset was 
used to assess the generalization capabilities of the model. 
    Future studies should explore the potential advantages of cutting-
edge CNN architectures such as EfficientNet and Inception to 
improve the effectiveness of feature extraction and computational 
performance for age detection. Advanced combination techniques 
such as stacking and boosting can be utilized to merge the 
advantages of various models. To enhance resilience and 
adaptability, the training datasets may be expanded with additional 
samples, if accessible, from alternative sources such as social media 
or surveillance collections. These approaches can then be 
implemented to address the existing limitations and apply 



sophisticated deep learning methods to improve the accuracy of age 
detection. 
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