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A B S T R A C T 

 

Text clustering is suitable for dividing many text documents into distinct groups. The size of the 

documents has an impact on the performance of text clustering, reducing its effectiveness. Text 

documents often include sparse and uninformative characteristics, which can negatively impact the 

efficiency of the text clustering technique and increase the computational time required. Feature selection 

is a crucial strategy in unsupervised learning that involves choosing a subset of informative text features 

to enhance the efficiency of text clustering and decrease computing time. This work presents a novel 

approach based on an improved Prairie dog algorithm to solve the feature selection problem. K-means 

clustering is employed to assess the efficacy of the acquired subgroups of features. The proposed 

algorithm is being compared to other algorithms published in the literature. The feature selection strategy 

ultimately promotes the clustering algorithm to get precise clusters. 
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1. Introduction  

Clustering is a popular unsupervised learning technique with many applications in many scientific fields, including text 

processing, pattern recognition, image processing, and information retrieval. Clustering involves assembling sets of data that 

are very similar to one another into more prominent groups to reduce the degree of similarity between those sets. There are 

two main types of existing clustering methods: hierarchical and partitional. When using hierarchical clustering, the final 

result will be a collection of nested clusters displayed as hierarchical trees. Each data item is guaranteed to be in a unique 

subset of the dataset when using partitional clustering.[1][2][3]. It has been applied in various fields within text mining, 

including text retrieval, text categorization, human movement analysis, fall detection, and image segmentation [4][5]. The 

vector space model (VSM) is widely used in text mining and represents the text properties of each document as a vector of 

term weights. Each term weight in this model is represented as a one-dimensional space [6][7]. 
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 Text clustering is a highly effective method of unsupervised learning used to handle large numbers of text documents without 

prior knowledge of their class labels [8] [9]. This method divides a collection of substantial textual documents into organized 

and meaningful groups by gathering related documents that share similar qualities inside the cluster, as determined by their 

inherent properties [10].The identical clusters encompass pertinent and analogous text documents. Conversely, several 

clusters have unrelated and distinct text documents [11]. 

 

Clustering is a crucial task today due to the vast amount of online textual data [12]. Clustering is employed to identify 

pertinent text documents and streamline their presentation by grouping those that exhibit similar patterns and content. The 

text clustering technique is effectively employed in various study domains to streamline the process of text analysis, 

including data mining, digital forensics investigation, and information retrieval [11]. 

 

The vector space model (VSM) is the prevailing model employed in text classification (TC) to depict each document. In this 

instance, each term (word) in the term-document matrix serves as a feature (word) for representing the document The TDs 

are depicted in a multi-dimensional space, where the position value of each measurement coordinates to a term frequency 

and commonness value [13][3]. A tiny document might yield hundreds or even thousands of text characteristics produced 

from various text phrases. Therefore, TDs will possess informative and uninformative features in high-dimensional space, 

including unevenly distributed, redundant, noisy, and irrelevant features. The feature selection (FS) technique can be used 

to delete these uninformative characteristics [14] [15]. 

 

Feature selection approaches are optimization methods that are nondeterministic polynomial time hard. They are used to 

identify the optimal subset of essential text features and enhance the performance of the TC method while still preserving 

the critical text data [16]. Usually, these methods are executed without prior knowledge of the document's class label. 

Traditionally, these strategies are categorized into three primary types: Feature selection based on document frequency, 

Feature selection based on term frequency, and a hybrid feature technique based on both term and document frequency. 

Various text-oriented studies utilize feature selection (FS) techniques, including topic clustering, text categorization, and 

knowledge discovery. Metaheuristic algorithms have recently proven effective in the field of text mining for solving text 

feature selection and text document clustering [17][18]. 

 

Meta-heuristic optimization techniques have been widely used for many optimization issues over the past two decades [19] 

Meta-heuristic algorithms have effectively been employed in the field of text mining to address text feature selection 

challenges. Text feature selection methods, such as prairie dog algorithm [20], arithmetic optimization algorithm [21], Ant 

lion optimizer [22], and grey wolf optimizer [23], have been popular in research. These methods are population-based 

optimization algorithms. These algorithms strive to achieve enhanced solutions by leveraging knowledge gained from earlier 

iterations. Various meta-heuristic algorithms are employed for solving feature selection problems.  

 

Proposing a new feature approach and improving the performance of feature selection techniques to get satisfying results are 

the primary goals of this paper. Specifically, we aim to achieve the following: 

 

 Identifying the most useful features per document requires a new approach, and one way to do it is to use an 

optimization strategy. With this technique, we can speed up text clustering and cut down on the amount of time it 

takes to process data. 

 

 To find the best relevant and comparable document clusters using the acquired redaction subset in the K-mean 

clustering technique. 

 

The remainder of this paper is structured as follows: Section 2 discusses the relevant research and the reasons for proposing 

this study. In Section 3 of this study, the proposed work is illustrated. The findings are detailed in Section 4. Finally, section 

5 concludes this study. 
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 2. Related Works 

2.1 Previous studies 

 

Abualigah et al.[24] offered a wide range of textures and a vivid degradation of dimensions for text grouping. Text clustering 

techniques are widely employed for classifying textual data. Text clusters are utilized in several applications, such as text 

mining, information retrieval, and classification. Text feature sampling is crucial for the process of text clustering. The text 

information possesses both informative and non-informative capabilities. These misleading traits deceive and reduce their 

dependability for classification algorithms and techniques. The utilization of the harmony search algorithm, swarm particle 

optimization, and genetic algorithm has selected the text features. The function selection procedures involved the 

incorporation of a weighting scheme known as length-weight. The dynamic dimensional reduction technique decreased the 

number of characteristics utilized for clustering. The text document is subjected to clustering using the k-means clustering 

algorithm. The proposed method is enhanced compared to the current technology. 

 

In this work [25], the authors utilize the Grasshopper Optimization Algorithm (GOA) as a search technique for designing a 

feature selection method based on wrappers. The Grasshopper Optimization Algorithm (GOA) is a novel metaheuristic 

approach that emulates the collective movement patterns of grasshopper populations. This study introduces a very effective 

optimizer that combines Evolutionary Population Dynamics (EPD), selection operators, and Genetic Optimization Algorithm 

(GOA). The optimizer is presented in four distinct methods to address the limitations of the conventional GOA, specifically 

its tendency to converge prematurely and become stagnant. 

 

Aljarah et al. suggest a hybrid methodology utilizing the grasshopper optimization algorithm (GOA), a novel method that 

mimics the collective behavior observed in swarms of grasshoppers. The objective of the suggested method is to enhance 

the parameters of the SVM algorithm and identify the most optimal subset of features concurrently. The suggested approach 

is evaluated for accuracy using eighteen benchmark data sets, which vary in low and high dimensions. The proposed 

technique is compared with seven reputable algorithms. In addition, the suggested method is compared to grid search, the 

prevailing strategy for optimizing SVM parameters [26]. 

This study [27] presents an improved binary grey wolf optimizer (GWO) version using a wrapper feature selection (FS) 

technique to address Arabic text categorization challenges. The binary GWO algorithm is employed as a wrapper-based 

feature selection strategy. An investigation is conducted to evaluate the performance of the suggested method utilizing 

various learning models, such as decision trees, K-nearest neighbor, Naive Bayes, and SVM classifiers. The effectiveness of 

various BGWO-based wrapper approaches is assessed using three Arabic public datasets: Alwatan, Akhbar-Alkhaleej, and 

Al-jazeera-News. 

2.2 Motivation of this work: 

The meta-heuristic algorithms draw inspiration from animal behavior and natural phenomena. Meta-heuristic algorithms 

operate at the population level and possess the capacity to mitigate the stagnation of local optima to a certain degree. 

Additionally, it has strong convergence capabilities towards optimal solutions. Overall, meta-heuristic algorithms 

demonstrate a significant inclination toward exploitation. Nevertheless, it may not consistently execute exploration 

effectively. Therefore, in certain instances, meta-heuristic algorithms may not be able to effectively address the problem and 

are unable to identify the global optimal solution. The prairie dog algorithm (PDO) is a newly suggested meta-heuristic 

approach that imitates the intelligent actions of groups of prairie dogs [28]. The local search approach employed by the PDO 

is highly effective. This study introduces a PDO algorithm to strike a better balance between diversification and 

intensification, resulting in improved solution accuracy and convergence speed compared to other meta-heuristic algorithms. 

 

3. Proposed work:  

 

In text clustering, a collection of large text documents is transformed into a smaller set of lattices based on their underlying 

properties. Prior to employing clustering algorithms, a benchmark preparation step is employed to preprocess text content. 

To reduce computing time and prioritize enhancing text clustering defense, text pretreatment techniques are utilized to 

identify the most effective thought-stimulating elements. The proposed method identifies a novel subset of information-
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 oriented text features characterized by limited spaces. The primary benefit of the PDO algorithm, in comparison to other 

widely recognized meta-heuristic algorithms, is its ability to operate without the need for any specified input parameters. 

Furthermore, it is simple and devoid of computational intricacies. Additionally, its benefits encompass the simplicity of 

converting this programming language concept and the ease of understanding it. PDO excels at effortlessly circumventing 

local optima in the face of intricate, high-dimensional, and multimodal issues. Figure 1 depicts the structure of the proposed 

technique. 

 

 
 

Figure 1. The structure of the proposed technique. 

3.1 Pre-processing of text documents 

 

To effectively utilize various text mining techniques, such as clustering, feature selection, and retrieval of text, it is 

necessary to convert the contents of documents into a format that can be easily processed by the underlying algorithm [29]. 

The preprocessing stages are employed to transform the textual contents of the document into a numerical representation. 

The steps are categorized as follows: 

 

A. 3.1.1. Tokenization 

Tokenization involves the procedure of dividing a text flood into individual terms or phrases and eliminating any empty 

spaces. Each word, term, and symbol is selected sequentially from the beginning to the end of the text and is called a token. 

 

B. 3.1.2. Stop words. 

The stop words refer to a collection of often used and short functional words, such as "an," "this," "that," "when," and "be," 

which carry little significance in text document clustering and are therefore assigned low weights. These words should be 

eliminated from documents as they typically occupy a portion of the content and impact the growing number of features, 

thus resulting in diminished performance of the text clustering approach. 

 

C. 3.1.3. Stemming 

Stemming, by removing prefixes and suffixes, imbues the conjugated verbs of certain nouns with a nearly identical root. 

The terms effective, productive, and effectual all share the same origin: "effect," indicating a characteristic or quality. 
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 D. 3.1.4. Term weighting 

The procedure of term weighting involves converting data from its textual to numerical form. The term frequency-inverse 

document frequency (TFIDF) is used to estimate the term weighting for document representation in the field of text mining. 

[30]. 

 

3.1 PDO algorithm 

 

In the last two decades, numerous advanced algorithms have been developed due to the continuous advancement of natural-

inspired optimization methods. However, there is still a need to evaluate their effectiveness in tackling progressively 

complex optimization problems. There are two main categories of optimization methods: deterministic and non-

deterministic (stochastic). Deterministic methods can be further classified into linear and nonlinear approaches. This study 

aims to evaluate the utility and effectiveness of the Prairie Dog Optimization algorithm (PDO), a newly developed 

optimization technique, in addressing engineering structural damage detection problems. 

 

The behavior of prairie dogs elicits PDO behavior in their natural habitat. PDO utilizes four prairie dog behaviors to 

accomplish the two primary research and management optimization stages. Prairie dogs utilize their grazing and burrowing 

actions to facilitate the assessment of PDO performance. Prairie dogs construct burrows in close proximity to abundant 

food sources. In response to the depleting food supply, they actively seek an alternative source of provisions, construct 

fresh underground dwellings within it, and thoroughly investigate the entire community or designated area to locate a new 

source of rations or potential alternatives. This strategy capitalizes on the distinct reactions of prairie dogs to various 

communication or alarm sounds. Prairie dogs possess a range of vocalizations or signals with distinct functions, such as 

indicating the presence of predators or food availability. Prairie dogs possess practical communication skills to fulfill their 

nutritional needs and protect themselves from predators. Within the framework of PDO implementation, these discrete 

events stimulate the prairie dogs to congregate at particular locations or potential sites. Further search operations, referred 

to as exploitation, are carried out to discover enhanced or nearly optimum solutions [28]. 

 

Prairie dogs (PD) are acknowledged by the scientific community for having one of the most advanced and all-encompassing 

communication systems among animals. Although PD vocalizations may appear uncomplicated to humans, they effectively 

communicate complex signals to other PDs. These creatures possess sophisticated communication skills, enabling them to 

assign specific names to individual predators. PDs often adopt an upright posture or raise their heads while feeding in order 

to remain vigilant for potential threats. Upon detecting a threat, these creatures make vocalizations resembling nasal yips 

and promptly withdraw into their burrows. 

 

PDs demonstrate intricate and extraordinary anti-predation responses. Due to their dichromatic color vision, they can detect 

predators from a distance and notify nearby PDs of imminent danger. PDs generate distinctive high-pitched sounds that 

enable other species members to identify particular predators and gauge their approaching velocity. Moreover, the reactions 

of PDs differ based on the specific predator involved. When a hawk is sighted, neighboring PDs cease their activity and 

assume an upright position on their hind legs to survey the direction of the impending attack. Individuals in the route of the 

hawk swiftly withdraw inside their burrows, while others watch from the entrances of their burrows. Likewise, group 

members quickly move towards the burrow's entrance when coyotes are about and remain vigilant. The suggested PDO is 

based on the particular response of PDs to different predators. 

 

PDO exploits the continuous pattern of actions exhibited by PDs, utilizing a distinct response to auditory stimuli. Various 

animals react accordingly to different sounds, analyzing them concerning signals that suggest possible positions. The 

recommended PDO is built upon this ongoing sequence of actions. 

 

The different elements initiate the optimization process by moving from one food source to another in search of 

nourishment. PDs are predominantly herbivorous, although they may occasionally consume some insects. Throughout the 

year, they migrate between different locations, mostly feeding on grasses, small seeds, and specific insects while actively 

searching for issues [28]. Algorithm 1 summarizes the PDO algorithm pseudo code. 
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4. Experimental results. 

4.1. Dataset: 

Table 1 displays the eight different typical standard text datasets utilized to assess the execution of the suggested PDO 

approach. Numerical representations of text clustering standard datasets can be found in this link, following the extraction 

of words. 

 

Table 1 The datasets used in the experimental results. 

 

Datasets Number of documents  Number of terms Number of clusters 

DS_1 2 2935 2 

DS_2 1 3263 4 

DS_3 1 263 7 

DS_4 2 5773 9 

DS_5 3 312 1 

DS_6 1 265 12 

DS_7 5 9641 15 

DS_8 1 1935 2 

 

4.2 Performance evaluation 

 

In this section, we compare the proposed algorithm's performance to that of another comparative algorithm in the feature 

selection domain and display the results of the research experiments that validated its performance based on clustering 

execution, computational time, and dimensional space. 

http://sites.labic.icmc.usp.br/text_collections/
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 Based on four evaluation metrics, Table 2 displays how well the suggested feature selection method (PDO) performed on 

eight industry-standard text datasets. The evaluation measures showed that the proposed feature selection approach, which 

used the PDO algorithm, enhanced the text clustering performance in nearly all of the provided datasets. The suggested 

PDO significantly improves the text clustering method while simultaneously decreasing the feature count. In a multi-

dimensional space, the suggested PDO outperforms the other comparing methods when dealing with a large collection of 

text documents.  

 

Regarding feature selection performance, the suggested PDO algorithm trumped the other two comparison algorithms Gray 

wolf optimizer (GWO) [23] and whale optimization algorithm (WOA) [31]. The suggested PDO achieved superior results 

in text clustering when compared to the different comparison approach—a k-mean technique that did not use feature 

selection. Finally, compared to the Slime mould algorithm (SMA) [32], the proposed algorithm PDO consistently 

outperforms it. 

 

Table 2 The results of comparison methods. 

 

Dataset Method 
Compared algorithms 

K-means GWO WOA SMA PDO 

DS_1 Accuracy .5599 .5399 .5989 .5879 .6330 

 Precision .5235 .5308 .5724 .5788 .5746 

 Recall .5111 .5800 .5715 .5552 .5736 

 F-measure .5278 .5450 .5713 .5724 .5735 

DS_2 Accuracy .3554 .3629 .4140 .4740 .4245 

 Precision .2886 .3200 .3308 .3585 .3733 

 Recall .2752 .3193 .3408 .3629 .3543 

 F-measure .391 .3184 .3420 .3593 .3620 

DS_3 Accuracy .5140 .5590 .4739 .5240 .5255 

 Precision .4755 .4645 .4296 .4820 .4886 

 Recall .4743 .4678 .4295 .4792 .4920 

 F-measure .4785 .4644 .4296 .4878 .4939 

DS_4 Accuracy .2741 .2726 .2796 .2896 .2923 

 Precision .2456 .2536 .2612 .2615 .2653 

 Recall .2548 .2533 .2513 .2660 .2640 

 F-measure .2383 .2525 .2560 .2641 .2695 

DS_5 Accuracy .4691 .4766 .4689 .4835 .4898 

 Precision .4586 .4657 .4612 .4790 .4836 

 Recall .4385 .4444 .4432 .4596 .4698 

 F-measure .4521 .4632 .4531 .4699 .4757 

DS_6 Accuracy .6269 .6469 .6515 .6682 .6695 

 Precision .6235 .6624 .6651 .6835 .6946 

 Recall .6402 .6290 .6233 .6361 .6539 

 F-measure .6366 .6424 .6486 .6542 .6719 

DS_7 Accuracy .3388 .3532 .3282 .3429 .4424 

 Precision .381 .3419 .3265 .3323 .3490 

 Recall .2946 .3295 .3235 .3192 .3298 

 F-measure .3900 .3384 .3220 .3266 .3338 

DS_8 Accuracy .4360 .4249 .4490 .4450 .4448 

 Precision .4249 .4312 .4323 .4261 .4581 
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  Recall .4139 .4480 .4163 .4188 .4512 

 F-measure .4290 .4146 .4235 .4221 .4553 

 

The F-measure values are used in the statistical analysis, specifically the Nemenyi test. Figure 2 displays the average 

rankings of the algorithms used to select text features. The proposed PDO comes out on top of the eight datasets, followed 

by SMA, WOA, GWO, and K-mean without feature selection. 

 

 
 

Figure 2 Average rankings of the algorithms used to select text features. 

In this study, we evaluate the suggested PDO algorithm to the most effective comparative algorithms for feature selection 

and show the practical findings that support our claims about how well it works. In terms of F-measure performance, PDO 

outperformed the competing algorithms. When compared to comparable algorithms that meet all assessment criteria, it 

outperforms them on all eight benchmark datasets. The suggested PDO algorithm performs better when the exploration 

and exploitation search abilities are balanced. 

 

5. Conclusion 

In this study, we introduce PDO, a novel feature selection approach. One aspect of text document clustering is the challenge 

of appropriately clustering documents according to their shared attributes. The informative features will be determined 

before clustering so that accurate groups may be produced. For this reason, text feature selection approaches are best served 

by the PDO algorithm. The k-mean clustering method takes advantage of the findings from the text feature selection 

approach to produce reliable clusters for performance and comparison evaluations based on a text dataset related to text 

mining. Four text feature selection approaches are compared to find the optimal algorithm. When compared with other 

comparable methods, PDO produces the most favorable outcomes. Therefore, when implemented with PDO, the suggested 

feature selection method will lead to improved accuracy and F-measure, as well as higher-performing text features and text 

clustering techniques like the k-mean algorithm. Researchers in text mining may find this paper's contributions highly 

beneficial. Adding a new fitness function that combines the features' weighting and the number of picked features can 

further improve the feature selection technique. Text mining datasets that are used are well-known datasets. Nonetheless, 

alternative, more stringent text or date datasets can be employed for the assessment. There is another meta-heuristic 

approach that has been created and is working well. 
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