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Abstract: This paper presents a novel condition for designing full-order parameter-dependent
filters for discrete-time linear parameter-varying (LPV) systems. It is assumed that time-
varying parameters are measured and can be used online. However, in scenarios where such
parameters are unavailable, a robust filter can be designed. Notably, the filtering matrices are
derived independently from the Lyapunov function, allowing for the use of parameter-dependent
Lyapunov functions even in robust filter designs. The Lyapunov theory to design parameter-
dependent filters with a guaranteed H∞ performance is employed, and the proposed conditions
are formulated in the form of linear matrix inequalities. A feature of the proposed method is
that filtering matrices are directly recovered from synthesis conditions, eliminating the need for
variable changes. Numerical experiments demonstrate the efficacy of our proposed approach.
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1. INTRODUCTION

Due to the high range of applications in areas such as
aerospace, automotive, and chemical industries, the esti-
mation problem experienced a rise in the last decades (An-
derson and Moore, 2012). The design of filters that can
properly estimate a desired combination of states from an
output signal that is affected by disturbances is crucial.

The usefulness of convex formulations for filter de-
sign (Geromel, 1999; Palhares and Peres, 1999) allowed the
control community to propose design conditions for differ-
ent types of systems such as uncertain systems (Gonçalves
et al., 2006; Duan et al., 2006; Lacerda et al., 2011;
El-Amrani et al., 2017), linear parameter-varying sys-
tems (Sato, 2006; de Souza et al., 2007; Borges et al., 2010),
Markov jump linear systems (Wang et al., 2024), nonlinear
polynomial systems (Li et al., 2012; Lacerda et al., 2014),
among others. The synthesis conditions are obtained by
using the Lyapunov theory which enables deriving condi-
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tions in the form of linear matrix inequalities (LMIs) that
can be solved efficiently by current computational tools.

Of particular interest in this work is the class of lin-
ear parameter-varying (LPV) systems. LPV models can
be used to represent nonlinear systems and allow the
formulation of design problems in a linear fashion (Mo-
hammadpour and Scherer, 2012). Different methods have
appeared in the literature to tackle the presence of time-
varying parameters in the filter design problem. One may
cite works dealing with inexactly scheduled parameters
(Sato, 2010; Lacerda et al., 2016), time-delayed LPV sys-
tems (Mohammadpour and Grigoriadis, 2006), fault de-
tection (Bokor and Balas, 2004), and Kalman filtering for
LPV models (Delgado-Aguiñaga et al., 2021) for instance.

When there is no information about the time-varying pa-
rameters, robust filters can be designed. However, if the pa-
rameters can be estimated or measured online, parameter-
dependent filters can be sought. The parameter-dependent
filters can provide less conservative results in terms of the
considered performance criteria. When considering time-
varying parameters that can vary arbitrarily fast, the
continuous-time case is limited to the use of a constant
Lyapunov function (Borges et al., 2008). On the other
hand, in the discrete-time framework, there are more gen-



eral techniques to consider the presence of time-varying
parameters, for instance (Daafouz and Bernussou, 2001;
Peixoto et al., 2020).

This paper presents a new condition to design a full-order
parameter-dependent filter for discrete-time LPV systems.
The time-varying parameters are assumed to be measured
and can then be used online. However, if the time-varying
parameters are not available, a robust filter can be de-
signed. The filtering matrices are obtained independently
from the Lyapunov function. In this sense, even if a ro-
bust filter is designed, one can use parameter-dependent
Lyapunov functions. The Lyapunov theory is employed to
design an H∞ filter, and an affine Lyapunov matrix is
used. The technique presented by Daafouz and Bernussou
(2001) is explored to derive the conditions. An important
feature of the proposed method is that the filtering ma-
trices are recovered directly from the synthesis conditions,
i.e., there is no need for any change of variables. Numerical
experiments are provided to illustrate the efficacy of the
proposed method.

Notation: The set of natural numbers is denoted by N,
and N≤N represents the set {1, 2, . . . , N}. Rn denotes the
n-dimensional Euclidean space, and Rm×n is the set of
all m × n real matrices. Symmetric blocks in a matrix
are denoted by ⋆. M > 0 (M < 0) indicates that M
is positive (negative) definite. The symbol (⊤) represents
transposition, and He{M} = M + M⊤. The identity
matrix of order n is denoted by In and the null matrix
of order n×m by 0n×m. If the dimensions of both identity
and null matrices are straightforwardly deduced, they are
omitted.

2. PROBLEM FORMULATION

Consider a discrete-time LPV system given by

xk+1 = A(αk)xk +Bw(αk)wk,

zk = Cz(αk)xk +Dz(αk)wk,

yk = Cy(αk)xk +Dy(αk)wk,

(1)

where x ∈ Rnx is the state, w ∈ Rnw is the disturbance
input, y ∈ Rny is the measured output, and z ∈ Rnz is
the signal to be estimated. αk = [α1,k, α2,k, . . . , αN,k]

⊤ ∈
RN is the vector of time-varying parameters, which are
functions of measured exogenous signals. The parameter-
dependent matrices A(αk), Bw(αk), Cz(αk), Dz(αk),
Cy(αk) and Dy(αk) belong to a polytopic domain param-
eterized by the time-varying parameters αk ∈ Λ, defined
as [

A(αk) Bw(αk)
Cz(αk) Dz(αk)
Cy(αk) Dy(αk)

]
=

N∑
i=1

αi,k

[
Ai Bi

Cz,i Dz,i

Cy,i Dy,i

]
,

where N is the number of vertices of the polytopic domain,
and the unit simplex Λ is given by

Λ =

{
αk ∈ RN :

N∑
i=1

αi,k = 1, αi,k ≥ 0, i ∈ N≤N

}
.

This paper deals with the problem of designing a full-order
parameter-dependent filter given by

xf,k+1 = H(αk)
−1Af (αk)xf,k +H(αk)

−1Bf (αk)yk,

zf = Cf (αk)xf,k +Df (αk)yk,
(2)

where xf ∈ Rnx is the filter state, zf ∈ Rnz is the
estimated output, and the filter matricesH(αk) ∈ Rnx×nx ,
Af (αk) ∈ Rnx×nx , Bf (αk) ∈ Rnx×ny , Cf (αk) ∈ Rnz×nx ,
and Df (αk) ∈ Rnz×ny are to be designed on the form[

H(αk) Af (αk) Bf (αk)
Cf (αk) Df (αk) 0

]
=

N∑
i=1

αi,k

[
Hi Afi Bfi
Cfi Dfi 0

]
.

The estimation error is defined by ek = zk − zf,k, and
considering the LPV system in (1) and the parameter-
dependent filter in (2), the following augmented system is
obtained

ξk+1 = A (αk)ξk + B(αk)wk,

ek = C (αk)ξk + D(αk)wk,
(3)

where ξk =
[
x⊤
k x⊤

f,k

]⊤
, and

A (αk) =

[
A(αk) 0

H(αk)
−1Bf (αk)Cy(αk) H(αk)

−1Af (αk)

]
,

B(αk) =

[
Bw(αk)

H(αk)
−1Bf (αk)Dy(αk)

]
,

C (αk) = [Cz(αk)−Df (αk)Cy(αk) −Cf (αk)] ,

D(αk) = Dz(αk)−Df (αk)Dy(αk).

The filtering problem addressed in this paper is stated as
follows.

Problem 1. Consider an LPV system as described in (1).
Find the filter matrices defined in (2) such that under zero
initial condition, ξ0 = 0, an upper bound γ to the H∞
performance index of system (3) is defined by the ℓ2-
induced gain:

sup
||wk||2 ̸=0

||ek||2
||wk||2

< γ2,

where wk ∈ ℓnw
2 and ek ∈ ℓnz

2 .

The following lemma will be employed to convert
parameter-dependent LMIs into a finite set of LMI con-
straints.

Lemma 1. Suppose Γijl = Γ⊤
ijl, with i, j, l ∈ N≤N

are matrices of appropriate dimensions. The parameter-
dependent condition, ∀αk, αk+1 ∈ Λ,

Γ(αk, αk+1) =

N∑
i=1

N∑
j=1

N∑
l=1

αi,kαj,kαl,k+1Γijl < 0, (4)

is certified if the following LMIs hold for all i, j, l ∈ N≤N

Γiil < 0, i = j,

Γijl + Γjil < 0, i < j.
(5)

Proof. The parameter-dependent matrix Γ(αk, αk+1)
in (4) can be rewritten as

Γ(αk, αk+1) =

N∑
i=1

N∑
l=1

α2
i,kαl,k+1Γiil

+

N−1∑
i=1

N∑
j=i+1

N∑
l=1

αi,kαj,kαl,k+1 (Γijl + Γjil) .

Therefore, if (5) holds, then condition (4) is guaranteed.
■



3. MAIN RESULTS

A new H∞ filter design for discrete-time LPV systems is
presented in the sequel in terms of LMIs.

Theorem 1. Consider the linear parameter-varying sys-
tem (1) with its associate filter (2). If there exist symmetric
positive-definite matrices P1,i ∈ Rnx×nx , P2,i ∈ Rnx×nx ,
and matrices P3,i ∈ Rnx×nx X1,i ∈ Rnx×nx , X2,i ∈
Rnx×nx , X3,i ∈ Rnx×nx , X4,i ∈ Rnx×nx , X5,i ∈ Rnz×nx ,
X6,i ∈ Rnw×nx , Hi ∈ Rnx×nx , Af,i ∈ Rnx×nx , Bf,i ∈
Rnx×ny , Cf,i ∈ Rnz×nx and Df,i ∈ Rnz×ny , such that the
following inequalities hold for a given scalar ϵ

Φiil < 0, i = j (6)

Φijl +Φjil < 0, i < j (7)

for i, j, l ∈ N≤N , with

Φijl =


Φ11 ⋆ ⋆ ⋆ ⋆ ⋆
Φ21 Φ22 ⋆ ⋆ ⋆ ⋆
Φ31 Φ32 Φ33 ⋆ ⋆ ⋆
Φ41 A⊤

f,j Φ43 −P2,j ⋆ ⋆
−X5,j 0nz×nx Φ53 −Cf,j −Inz ⋆
Φ61 Φ62 Φ63 Φ64 Φ65 Φ66

 ,

and

Φ11 = P1,l −X1,j −X⊤
1,j ,

Φ21 = −X2,j − ϵH⊤
j + P⊤

3,l,

Φ31 = −X3,j + (X1,jAi + ϵBf,jCy,i)
⊤
,

Φ41 = −X4,j + ϵA⊤
f,j ,

Φ61 = −X6,j + (X1,jBw,i + ϵBf,jDy,i)
⊤
,

Φ22 = P2l −Hj −H⊤
j ,

Φ32 = −Hj + (X2,jAi +Bf,jCy,i)
⊤
,

Φ62 = (X2,jBw,i +Bf,jDy,i)
⊤
,

Φ33 = −P1,j +He{X3,jAi +Bf,jCy,i},
Φ43 = X4,jAi +A⊤

f,j − P⊤
3,j ,

Φ53 = X5,jAi + Cz,i −Df,jCy,i,

Φ63 = X6,jAi + (X3,jBw,i +Bf,jDy,i)
⊤
,

Φ64 = B⊤
w,iX

⊤
4,j ,

Φ65 = (X5,jBw,i −Df,jDy,i +Dz,i)
⊤
,

Φ66 = He{X6,jBw,i} − δInw .

Then, there exists a filter in the form of (2), ensuring

a guaranteed cost γ =
√
δ for the H∞ performance of

system (3).

Proof. Based on the convexity property of the time-
varying parameters employing Lemma 1, it can be proved
that inequalities (6)–(7) imply

Φ(αk) =


Φ11 ⋆ ⋆ ⋆ ⋆ ⋆
Φ21 Φ22 ⋆ ⋆ ⋆ ⋆
Φ31 Φ32 Φ33 ⋆ ⋆ ⋆
Φ41 Φ42 Φ43 −P2(αk) ⋆ ⋆
Φ51 0 Φ53 −Cf (αk) −Inz

⋆
Φ61 Φ62 Φ63 Φ64 Φ65 Φ66

 < 0, (8)

with

Φ11 = P1(αk+1)−He{X1(αk)},
Φ21 = −X2(αk)− ϵH(αk)

⊤ + P3(αk+1)
⊤,

Φ31 = −X3(αk) + (X1(αk)A(αk) + ϵBf (αk)Cy(αk))
⊤
,

Φ41 = −X4(αk) + ϵAf (αk)
⊤,

Φ51 = −X5(αk),

Φ61 = −X6(αk) + (X1(αk)Bw(αk) + ϵBf (αk)Dy(αk))
⊤
,

Φ22 = P2(αk+1)−H(αk)−H(αk)
⊤,

Φ32 = −H(αk) + (X2(αk)A(αk) +Bf (αk)Cy(αk))
⊤
,

Φ42 = Af (αk)
⊤,

Φ62 = (X2(αk)Bw(αk) +Bf (αk)Dy(αk))
⊤
,

Φ33 = −P1(αk) + He{X3(αk)A(αk) +Bf (αk)Cy(αk)},
Φ43 = X4(αk)A(αk) +Af (αk)

⊤ − P3(αk)
⊤,

Φ53 = X5(αk)A(αk) + Cz(αk)−Df (αk)Cy(αk),

Φ63 = X6(αk)A(αk)+ (X3(αk)Bw(αk)+Bf (αk)Dy(αk))
⊤
,

Φ64 = Bw(αk)
⊤X4(αk)

⊤,

Φ65 = (X5(αk)Bw(αk)−Df (αk)Dy(αk) +Dz(αk))
⊤
,

Φ66 = He{X6(αk)Bw(αk)} − δInw
.

It follows from (8) that H(αk)
⊤ +H(αk) > P2(αk+1) for

all αk and αk+1 ∈ Λ. Since P2(αk+1) > 0 for all αk and
αk+1 ∈ Λ, then matrixH(αk) is nonsingular for all αk ∈ Λ.
Then, multiplying (8) by A(αk)

⊤ Cy(αk)
⊤Bf (αk)

⊤ I 0 C(αk)
⊤ 0

Bw(αk)
⊤ Dy(αk)

⊤Bf (αk)
⊤ 0 0 D(αk)

⊤ I
0 Af (αk)

⊤H(αk)
⊤ 0 I −Cf (αk)

⊤ 0


with

Bf (αk) = H(αk)
−1Bf (αk),

C(αk) = Cz(αk)−Df (αk)Cy(αk),

D(αk) = Dz(αk)−Df (αk)Dy(αk),

on the left and by its transpose on the right, one obtains:[
Θ11 ⋆ ⋆
Θ21 Θ22 ⋆
Θ31 Θ32 Θ33

]
< 0, (9)

with

Θ11 = −P1(αk) +A(αk)
⊤P1(αk+1)A(αk)

+ Cy(αk)
⊤Bf (αk)

⊤P2(αk)Bf (αk)Cy(αk)

−He{Cy(αk)
⊤Df (αk)

⊤Cz(αk)}+ Cz(αk)
⊤Cz(αk)

+ Cy(αk)
⊤Df (αk)

⊤Df (αk)Cy(αk)

+ He{A(αk)
⊤P3(αk+1)Bf (αk)Cy(αk)},

Θ21 = Dz(αk)
⊤Cz(αk) +Bw(αk)

⊤P1(αk+1)A(αk)

−Dy(αk)
⊤Df (αk)

⊤Cz(αk)

−Dz(αk)
⊤Df (αk)Cy(αk)

+Dy(αk)
⊤Df (αk)

⊤Df (αk)Cy(αk)

+Bw(αk)P3(αk+1)Bf (αk)Cy(αk)

+Dy(αk)
⊤Bf (αk)

⊤P3(αk+1)
⊤A(αk)

+Dy(αk)
⊤Bf (αk)

⊤P2(αk)Bf (αk)Cy(αk),

Θ31 = −P3(αk)
⊤ + Cf (αk)

⊤Df (αk)Cy(αk)

− Cf (αk)
⊤Cz(αk)

+Af (αk)
⊤H(αk)

−⊤P3(αk+1)
⊤A(αk)

+Af (αk)
⊤H(αk)

−⊤P3(αk)Bf (αk)Cy(αk),

Θ22 = −δInw +Bw(αk)
⊤P1(αk+1)Bw(αk)



+Dz(αk)
⊤Dz(αk)−He{Dy(αk)

⊤Df (αk)
⊤Dz(αk)}

+Dy(αk)
⊤Df (αk)

⊤Df (αk)Dy(αk)

+ He{Bw(αk)
⊤P3(αk+1)Bf (αk)Dy(αk)}

+Dy(αk)
⊤Bf (αk)

⊤P2(αk)Bf (αk)Dy(αk),

Θ32 = −Cf (αk)
⊤Dz(αk) + Cf (αk)

⊤Df (αk)Dy(αk)

+Af (αk)
⊤H(αk)

−⊤P3(αk+1)
⊤Bw(αk)

+Af (αk)
⊤H(αk)

−⊤P2(αk)Bf (αk)Dy(αk),

Θ33 = −P2(αk) + Cf (αk)
⊤Cf (αk)

+Af (αk)
⊤H(αk)

−⊤P2(αk)H(αk)
−1Af (αk).

Multiplying (9) by
[
x⊤
k w⊤

k x⊤
f,k

]
on the left its transpose

on the right results in

V (ξk+1)− V (ξk) + e⊤k ek − δw⊤
k wk < 0,

with V (ξk) = ξTk P(αk)ξk, being

P(αk) =

[
P1(αk) P3(αk)
P3(αk)

⊤ P2(αk)

]
.

If wk = 0 ∀k, it implies that ∆V (ξk) < 0. In case of
wk ̸= 0, taking the sum over k ∈ {0, . . . , τ −1}, τ > 0, one
has

V (ξτ )− V (ξ0) +
τ∑

k=0

∥ek∥2 − δ

τ∑
k=0

∥wk∥2 < 0.

Given the fact that V (ξτ ) ≥ 0 and taking τ → ∞, one has
∞∑
k=0

∥ek∥2 < δ

∞∑
k=0

∥wk∥2 + V (ξ0).

By applying the square root on both sides of the last
inequality, it is possible to conclude that

∥ek∥ℓ2 ≤
√
δ∥wk∥ℓ2 +

√
V (ξ0).

Under zero initial condition, it follows that
√

V (ξ0) = 0

and
√
δ is an upper bound to the ℓ2-induced gain. This

concludes the proof. ■

If there is no information about the time-varying parame-
ters, the conditions proposed in Theorem 1 can be adapted
to design a robust filter. The following Corollary presents
the conditions.

Corollary 1. If there exist symmetric positive-definite ma-
trices P1,i ∈ Rnx×nx , P2,i ∈ Rnx×nx , and matrices P3,i ∈
Rnx×nx X1,i ∈ Rnx×nx , X2,i ∈ Rnx×nx , X3,i ∈ Rnx×nx ,
X4,i ∈ Rnx×nx , X5,i ∈ Rnz×nx , X6,i ∈ Rnw×nx , H ∈
Rnx×nx , Af ∈ Rnx×nx , Bf ∈ Rnx×ny , Cf ∈ Rnz×nx and
Df ∈ Rnz×ny , such that the inequalities (6) and (7) hold
for a given scalar ϵ, then the robust filter

xf,k+1 = H−1Afxf,k +H−1Bfyk,

zf = Cfxf,k +Dfyk,

assures a guaranteed cost given by γ =
√
δ for the H∞

performance of the augmented system.

Remark 1. Note that both in Theorem 1 and Corollary 1
the filtering matrices are recovered independently of the
Lyapunov matrices. In this sense, even when a robust filter
is designed, parameter-dependent Lyapunov matrices can
be used in the proposed conditions.

4. NUMERICAL EXAMPLES

This section illustrates the effectiveness of the proposed
conditions when compared with existing approaches in the

literature. The routines were implemented in Matlab using
the parser Yalmip, and the semidefinite programming
solver MOSEK.

Example 1. Consider the time-varying discrete-time sys-
tem borrowed from Borges et al. (2010) with matrices

A =

[
0.265− 0.165θk 0.45(1 + θk)
0.5(1− θk) 0.265− 0.215θk

]
,

Bw =

[
1.5− 0.5θk

0.1

]
, Cy = [1 0] , Dy = 1,

Cz =

[
1 0
0 1

]
, Dz =

[
0 0
0 0

]
,

(10)

where−1 ≤ θk ≤ 1, is the time-varying parameter that can
vary arbitrarily fast. Then, system (10) can be modeled as
a discrete-time polytopic LPV system with 2 vertices as
follows

A1 =

[
0.43 0
1 0.48

]
, A2 =

[
0.1 0.9
0 0.05

]
,

Bw,1 =

[
2
0.1

]
, Bw,2 =

[
1
0.1

]
,

Cy,1 = Cy,2 = Cy,

Dy,1 = Dy,2 = Dy,

Cz,1 = Cz,2 = Cz,

Dz,1 = Dz,2 = Dz.

The time-varying parameters can be computed as α1,k =
1−θk

2 and α2,k = 1−α1,k. In this example, the goal is to de-
sign parameter-dependent and robust filters. Table 1 shows
the minimum γ obtained with Theorem 1, Corollary 1
with ϵ = 150, and the approaches in (Borges et al., 2010,
Theorem 4) and (Palma et al., 2020, Theorem 1). It is
noteworthy that the filter design proposed by Borges et al.
(2010) is expressed as bilinear matrix inequalities, with an
iterative procedure provided to obtain the filter matrices.
Consequently, better results can be achieved with more
iterations. From Table 1, it is possible to see that the
conditions proposed in Theorem 1, and in Corollary 1 yield
competitive outcomes compared to other methods in the
literature.

Table 1. H∞ guaranteed performances (γ =√
δ) considering parameter-dependent (PD)

and robust approaches– Example 1.

Method Filter γ

(Borges et al., 2010, Theorem 4) (it = 1) Robust 19.41
(Borges et al., 2010, Theorem 4) (it = 2) Robust 9.10
(Palma et al., 2020, Theorem 1) Robust 8.74
Corollary 1 Robust 8.18

(Borges et al., 2010, Theorem 4) (it = 2) PD 1.22
(Borges et al., 2010, Theorem 4) (it = 2) PD 1.22
(Palma et al., 2020, Theorem 1) PD 1.21
Theorem 1 PD 1.21

For illustration, consider the solution of Theorem 1 and
Corollary 1 with ϵ = 150. Fig. 1 shows the trajectories
of ek obtained from both Theorem 1 and Corollary 1.
Fig. 2 depicts the trajectories of wk and αk. The noise
input wk = sin(0.5k)exp(−0.1k) was applied from k = 10,
and we have considered the time-varying parameter as
θk = sin(0.25k). It is noticeable from Figure 1, that the
error ek is smaller in the case of the parameter-dependent
filter when compared with the robust filter.
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Fig. 1. Trajectories of ek obtained by applying Corollary 1
and Theorem 1 with ϵ = 150 and ξ(0) = 0 –
Example 1.
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Fig. 2. Evolution of wk, and αk with ϵ = 150 and ξ(0) = 0
– Example 1.

Example 2. Consider the linear parameter-varying sys-
tem with matrices

A1 =

[
1.05 0.35

−0.41 −ρ0.05

]
, A2 =

[
1.05 0.35

−0.41 −0.05

]
,

Bw,1 =

[
−0.12

0

]
, Bw,2 =

[
0.1

−0.15

]
,

Cy,1 = [1.7 3] , Cy,2 = [−1.9 2] ,

Cz,1 = [1 0] , Cz,2 = [1.75 0] ,

Dy,1 = 0.05, Dy,2 = 0.1,

Dz,1 = 0.1, Dz,2 = 0.

In this example, the goal is to synthesize parameter-
dependent filters with a guaranteed H∞ performance
bounded by γ =

√
δ and to evaluate the conservativeness

of the approach presented in Theorem 1 when compared
to one from Palma et al. (2020). The design conditions are

constructed by evaluating their feasibility for ρ ∈ [1, 21].
It should be pointed out that for ρ > 21.4, the system
is unstable. For the scalar parameter in Theorem 1, a
linear line search has been performed considering ϵ ∈
[0.1, 6] with a grid of 0.02. Fig. 3 depicts the values γ
for the considered filter design conditions. Notice that
Theorem 1 achieves the lowest H∞-index bound for all
ρ ∈ [1, 21] when compared with (Palma et al., 2020,
Theorem1). Additionally, Fig 4 illustrates the performance
improvement achieved by Theorem 1 in comparison with
the condition proposed in Palma et al. (2020).
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Fig. 3. H∞ guaranteed performances (γ =
√
δ) computed

with Theorem 1 (straight blue line) and the condition
proposed in (Palma et al., 2020, (PMO20)) (red
dashed line) – Example 2.
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Fig. 4. Comparison of performance improvement achieved
by Theorem 1 with the condition proposed in Palma
et al. (2020) – Example 2.

5. CONCLUSIONS

This paper has introduced new conditions for design-
ing full-order parameter-dependent and robust filters for
discrete-time linear parameter-varying (LPV) systems. To
design the parameter-dependent filter, the time-varying



parameters have been assumed to be measured. How-
ever, in scenarios where such parameters are unavailable,
a robust filter has been provided. Notably, the filtering
matrices have been decoupled from the Lyapunov function,
which enables the incorporation of parameter-dependent
Lyapunov functions even in robust filter designs. The
Lyapunov theory has been employed to design the filters
with a guaranteed H∞ performance, and the proposed
conditions have been formulated as linear matrix inequal-
ities. An important aspect of the method is that the filter-
ing matrices have been obtained directly from synthesis
conditions, eliminating the need for variable changes or
iterative algorithms. The efficacy of the proposed approach
has been illustrated through numerical experiments. As
future research, the authors are investigating the filter
design problem for fault detection.
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