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Abstract

This paper focuses on the fault detection and diagnosis of terminal units (TUs) in a building located in London, utilizing
real operational historical data to assess their performance and optimal placement across multiple floors. While precise
locations of the TUs are unavailable, our method analyzes their operational behaviour for one month, applying popular
machine learning models to detect and analyze faults effectively. By examining each TU individually and in the aggre-
gate, we identify behavioural patterns that inform decisions regarding their positioning within the building. The dataset
comprises over 2 million data points collected from 730 TUs, enabling a comprehensive analysis of their functionality and
the impact of suboptimal thermostat placements. Our study employs three machine learning models-traditional multi-
class Support Vector Machines and two ensemble methods: Random Forest (RF), and Adaptive Boosting (AdaBoost)-to
classify TU behaviors into normal operation, heating faults, and cooling faults. Results indicate that RF outperforms the
other models with an accuracy of 99.89%, while AdaBoost achieves an accuracy of 85% and SVM shows 47% accuracy. The
findings underscore the potential of a data-driven approach to inform retrofitting decisions and enhance the reliability
of HVAC systems. This research contributes valuable knowledge toward optimizing TU placement, ultimately leading to
improved energy efficiency and indoor environmental quality.
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1 Introduction

The complexity of modern buildings, which integrate various systems such as heating, ventilation, air conditioning
(HVAQ), lighting, and power control, highlights the need for a thorough understanding of their operational dynamics
[2]. Among these systems, HVAC plays a crucial role in maintaining indoor environmental quality and energy effi-
ciency. These systems are responsible for regulating air quality, temperature, and humidity, all of which are essential
for occupant comfort and well-being. Given that individuals spend a significant amount of time in these environ-
ments, it is important to investigate how factors affecting comfort can influence energy consumption patterns in
conjunction with broader well-being initiatives.

Unfortunately, equipment failures and performance degradation within HVAC systems often go unnoticed until
they negatively impact occupant comfort, trigger alarms, or result in excessive energy use and increased operational
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costs. Terminal units (TUs), in particular, encounter various operational challenges that can hinder their efficiency
and overall effectiveness [7]. Problems such as improper thermostat placement, malfunctioning components, and
inadequate maintenance can lead to higher energy consumption and diminished system reliability. Therefore, the
capability to detect and diagnose faults in TUs is essential for improving their operational performance. Early iden-
tification of these faults can prevent larger system failures, lower operational costs, and enhance overall energy
efficiency [171].

The paper is structured as follows: Sect. 2 outlines the related work in the context of different machine learning
models applied to building fault detection and diagnosis, along with their associated challenges. Section 2.6 pre-
sents the contributions and motivation of this study. Section 3 focuses on various faults and associated challenges
in terminal units. Section 4 describes the proposed methodology, including terminal unit data descriptions, feature
transformation, and data labeling. Additionally, it details the ensemble learning models and validation techniques.
Section 5 discusses the data analytics and results obtained by applying ensemble and machine learning models.
Finally, Sect. 6 concludes the paper and provides future research directions for this work.

2 Related work on fault detection and diagnosis

Automated fault detection and diagnosis methods for HVAC systems have been in use for several years, with recent
advancements in machine learning and data mining accelerating their development. Historically, Fault Detection
and Diagnosis (FDD) approaches have been classified into three primary categories: quantitative models, process
history-based methods, and rule-based techniques. The process history-based category is further divided into two
subgroups: knowledge-based methods and data-driven approaches [39]. Figure 1 gives the categorisation of these
two subgroups. Knowledge-based methods require extensive prior information to process data, whereas data-driven
models bypass this need by extracting patterns and insights directly from the data. While knowledge-driven methods,
particularly those based purely on expert knowledge, remain prevalent in the field of fault detection and diagnostics,
data-driven methods are gaining increasing popularity. This rise is largely attributed to their capacity to utilize clas-
sification, unsupervised learning, and regression techniques, often enhanced by artificial intelligence [81]. Accord-
ingly, the following sections will review relevant literature on the growing prominence of data-driven FDD methods,
as this study employs machine learning techniques to improve the performance of the terminal unit/fan coil unit.
In the past few years, numerous reviews have been conducted with the aim of providing insights into the prevalent
methods and approaches for fault detection and diagnosis in HVAC systems [7, 8, 31, 32, 41, 45, 48, 49]. These reviews
frequently classify the work of researchers based on the use of knowledge-based or data-driven methods for FDD. In
many cases, data-driven methods are further categorized into supervised, unsupervised, semi-supervised, or hybrid
learning approaches. Notably, [8] provides a comprehensive overview of the data-driven approach, detailing the
sequential steps of data collection, cleansing, and pre-processing, leading to fault detection, diagnosis, and prognosis.

2.1 Supervised learning

In supervised learning, each training observation contains both input and output values to classify unseen data [22],
allowing the model to predict and correct output values for unseen inputs by learning the relationship between them
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[59]. This type of learning is often divided into classification (for discrete data) and regression (for continuous data) and
is highly interpretable, which contributes to its reliability [34]. Supervised learning techniques are widely used in fault
detection and diagnosis, in the HVAC domain, common supervised models include Multi-Layer Perceptrons (MLPs) [1,
56, 58], Convolutional Neural Networks (CNNs) [21, 42, 44, 50], and Recurrent Neural Networks (RNNs) [63]. Some studies
combine MLPs with other models such as regression trees [58]. For example, Aguilar et al. [1] developed an autonomous
data analysis cycle using Random Forests (RF) and linear regression for binary classification in HVAC systems, followed
by MLP and RF for behaviour prediction. While linear regression is useful in some cases, it often struggles with nonlinear
FDD problems, making logistic regression or nonlinear support vector regression (SVR) more effective [64]. Neural net-
works, such as artificial neural networks (ANN), are frequently used in FDD for analysing residuals-the difference between
measured and predicted values [64]. However, determining appropriate thresholds for fault isolation is challenging [19].
Bayesian algorithms are common in supervised learning, including Bayesian classifiers [18, 38], diagnostic Bayesian net-
works [61, 62], and Naive Bayes combined with decision trees and RF [71]. Other techniques include decision trees [57,
66], hybrid RF-SVM models [65], and less common models such as extreme gradient boosting (XGBoost) [6, 80], super-
vised autoencoders (SAE) [76], and hidden Markov models (HMM) [40]. SVM, commonly used for classification, excels
at finding optimal separating hyperplanes, for example, Namburu et al. [52] used SVM, Principal Component Analysis
(PCA), and Partial Least Squares (PLS) to detect faults in chiller systems. In [11, 29], multi-label SVM (ML-SVM) was used
to detect simultaneous faults in HVAC systems. SVM with Multiscale Principal Component Analysis (MSPCA) have also
been applied for feature extraction and fault diagnosis [26]. Deep learning, particularly deep neural networks (DNNs), is
gaining attention in FDD due to its ability to handle limited labelled data [35]. However, challenges such as automatic
feature selection can omit essential data and reduce accuracy. Many supervised learning methods rely on faulty samples
from older components, leading to reduced accuracy in real-world conditions [51]. Additionally, these methods are less
effective in transient states, limiting their applicability [2].

2.2 Unsupervised learning

Unsupervised learning identifies patterns in unlabelled data, focusing on relationships between data points rather
than predicting outcomes. It is divided into clustering (grouping similar data points) and association (finding rules that
explain data structures). Common clustering methods include k-means [13], Ward'’s linkage, and Gaussian mixture models
(GMM) [15, 28, 46], while association rule mining (ARM) techniques include FP-growth, Apriori, and cSpade [55, 66, 77,
78]. Other methods such as Slow Feature Analysis (SFA) [80], conditional Wasserstein Generative Adversarial Nets [70],
and autoencoders with LSTM [4] have also been used. In FDD, unsupervised learning helps uncover hidden structures in
unlabelled data [12]. ARM identifies frequent patterns, revealing inherent regularities, as seen in Yu et al. [75], who used
ARM to detect faults in ventilation systems. Clustering is also useful for understanding system behaviours and detect-
ing anomalies. Reddy et al. [33] used clustering to adjust energy consumption models, while Xue et al. [67] combined
clustering with ARM to identify seasonal patterns and detect faults in district heating systems. However, unsupervised
methods face limitations, such as generating vast amounts of redundant rules in ARM, which require post-mining to
filter important insights. Additionally, clustering struggles when new faults fall outside predefined groups, and complex
relationships between features pose challenges compared to supervised methods [82]. Self-organized neural networks
speed up the learning process [37], but more research is needed to apply these methods at scale [70].

2.3 Semi-supervised learning

Semi-supervised learning combines small amounts of labelled data with larger amounts of unlabelled data, improving
accuracy over unsupervised methods while reducing time and costs compared to supervised learning. Generative Adver-
sarial Networks (GANs) are often used to generate synthetic datasets, balancing class sizes and increasing data availability
[17,23, 27,60, 69]. Single-class classifiers, such as SVMs trained with GAN-generated healthy datasets, are also popular
[47,60]. Semi-supervised learning can be combined with unsupervised methods like ARM or supervised approaches like
Classification and Regression Trees (CART) [55]. For instance, one approach used a multi-class SVM model with a novel
feature extraction technique to detect system faults [16]. In FDD, semi-supervised learning is particularly useful when
fault data is scarce. It begins with non-fault class labels and gradually incorporates faulty data through iterative updates,
outperforming supervised learning with limited fault data, though at a higher computational cost [2, 14]. Yan et al. [68]
demonstrated that semi-supervised SVM achieved 93% accuracy using only 6.66% faulty samples, outperforming other
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methods like KNN and CART. To enhance performance, GAN extensions can be used to generate more faulty samples for
systems like AHUs, improving accuracy but requiring parameter adjustments for different configurations [70].

2.4 Hybrid learning

Hybrid models, or grey-box models, combine white-box (physics-based) and black-box (data-driven) approaches, address-
ing the limitations of each. Physics-based models, such as TRNSYS, can model building thermodynamics, but obtaining
accurate building data can be difficult. By combining this with data-driven approaches, where measurements supplement
sensory data, model complexity is reduced, and performance improves [72]. Hybrid approaches enhance resilience by
reducing noise and uncertainty, often outperforming purely data-driven techniques [39]. Many studies use physics-
based models to generate synthetic data, followed by supervised learning for fault prediction [6, 18, 24-26, 54, 571. For
instance, Chintala et al. [9] used a simple physical model combined with a Kalman filter to detect equipment deterioration,
while Dowling and Zhang [19] found that neural networks outperformed Bayesian classifiers for fault detection. Hybrid
models can also integrate knowledge discovery and pattern recognition techniques like fuzzy logic [10], clustering [66],
and rule mining [77, 78]. Visualization tools like the Structural Similarity Index Measure (SSIM) combined with RadViz
visualizations can also detect anomalies in HVAC systems [53]. In FDD, hybrid models combining supervised and unsu-
pervised techniques have proven more accurate. Du et al. [20] used neural networks and clustering to enhance energy
efficiency and occupant comfort in HVAC systems by detecting anomalies. Another study combined CART and k-means
with density-based clustering to reduce false positives in power consumption data [5]. Despite their advantages, hybrid
models can inherit the limitations of both supervised and unsupervised methods, such as increased computational cost.
However, with careful design, they offer improved accuracy and efficiency in FDD processes, making them particularly
promising for large-scale applications [36].

2.5 Ensemble learning

Several ensemble learning models have been applied to FDD in building HVAC systems, demonstrating effective per-
formance across various applications. An Ensemble Diagnostic Model (EDM) using majority voting with KNN, SVM, and
RF was developed to identify faults such as refrigerant leakage and lubricant excess in refrigeration systems, achieving
a diagnostic accuracy of 99.88% on ASHRAE data [30]. Tree-based ensemble methods, including LightGBM-MEWMA-a
combination of Light Gradient Boosting Machine (LightGBM) and Multivariate Exponentially Weighted Moving Aver-
age (MEWMA)-have been applied to centrifugal chillers. This approach identified seven common faults in chillers using
ASHRAE RP-1043 data with an accuracy of 82.3% [73]. Additionally, a stacking ensemble learning method was developed
using four single models: PCA, One-Class SVM, K-Means, and autoencoder. This approach demonstrated high generali-
zation capabilities when applied to sensor faults in a Ground Source Heat Pump (GSHP) system, working with both real
and simulated data [43]. Another ensemble approach integrated four models to detect seven chiller fault types from
ASHRAE RP-1043 data, eliminating 84% of redundant features and focusing on optimal feature selection for fault detec-
tion [3]. For variable refrigerant flow (VRF) systems, an ensemble model combining a Variational Autoencoder (VAE) with
a Wasserstein Generative Adversarial Network with Gradient Penalty (WGAN-GP) was designed to address data imbal-
ance challenges in fault detection, though it used laboratory-generated data rather than real-world data [79]. Further,
GAN combined with bagging and boosting were employed to reduce model variance and bias. This model integrated
diagnostic outputs from multiple models and achieved 98.54% accuracy in detecting five types of faults in AHUs, VAV-
Box terminal devices, and distribution equipment [74].

2.6 Contribution

Methods from literature targets specific faults in specific datasets, demonstrating the flexibility of ensemble learning for
FDD tasks. In contrast, our model operates on real-world terminal unit data without a predetermined fault type, focus-
ing on identifying any abnormal patterns to support building operators in their diagnostic efforts and streamline their
analysis.

Our research analyses data from 730 TUs in a commercial building in London to evaluate their performance and identify
potential faults. By examining a month’s worth of operational data, we can assess whether TUs are optimally positioned.
For this study, data from the winter month of January was used. This selection was made to specifically analyze heating
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and cooling patterns when HVAC usage is higher in UK buildings. This analysis also helps identify factors contributing to
performance issues, such as malfunctions or inadequate placement. Diagnosing the root causes of anomalies aims to
reduce unnecessary energy consumption and improve system reliability.

Employing popular machine learning models, we analyze the operational behaviour of TUs, assessing them both
individually and collectively to uncover behavioural patterns that inform optimal positioning decisions. Despite lacking
precise TU locations, we investigate their performance within the building.

Through this historical data-driven approach, we aim to provide insights for building management and retrofitting
efforts, ultimately enhancing HVAC system reliability and indoor environmental quality. The expected outcomes include
remote identification of TU faults to support operational efficiencies and contribute to the broader goal of creating smart,
responsive building environments.

The primary motivation of this study is to analyze the diverse operational patterns of terminal units (TUs) within a
commercial building. By understanding these behavioral patterns, building engineers can make informed decisions to
optimize TU placement during retrofitting efforts. This, in turn, can minimize unnecessary energy consumption, enhance
system efficiency, and improve overall indoor environmental quality. Our findings aim to provide actionable insights
that support smarter, data-driven building management practices.

3 Overview of terminal unit and challenges in its operation

ATerminal Unit (TU) also known as a fan-coil-unit (FCU) is a ceiling-mounted device generally located in rooms, corridors,
and open areas, controlled by local thermostats. It contains a heating coil, a cooling coil, and a fan or damper. The unit
recirculates air by drawing in either room air or a combination of fresh and recirculated air, adjusting the air release based
on the thermostat'’s settings. Figure 2 shows the external structure and schematic of a TU. In a typical setup, a central
chiller and boiler plant supplies chilled water to all cooling coils and hot water to all heating coils. When the temperature
rises, the local thermostat detects the increase and triggers the chilled water valve to send cool water through the cool-
ing coil, where the fan blows cool air into the space. Conversely, if the room becomes too cold, the thermostat activates
the heating coil, blowing warm air until the room temperature reaches the desired set point.

Temperature inconsistencies in terminal units often arise due to issues like clogged plenums, dirty filters, and unclean
coils, which increase resistance, reduce airflow, and lead to ineffective heating or cooling. Several air distribution prob-
lems can also impair performance.

Fig.2 alnner and outer
structure of a TU. b Schematic
ofaTU[15]
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Another common issue is suboptimal thermostat placement during the building’s construction. Poor thermostat
positioning can result in inaccurate temperature readings, leading to excessive power use to reach the setpoint. For
example, if a thermostat is installed near a refrigeration area, it may continuously detect a cooler temperature than the
actual room temperature. This misreading can cause the system to overcompensate, running unnecessarily and consum-
ing extra energy to reach the desired setpoint.

In this paper, we focus on data-driven analysis of Terminal Unit (TU) data through statistical methods and ensemble
machine learning to identify optimal placement issues and detect, classify, and categorize TU operational faults. This study
utilizes real-world data from a commercial building in London, UK, to enhance HVAC system efficiency and reliability.

4 Proposed methodology

This paper presents a dual approach, focusing on both exploratory data analysis (EDA) to assess thermostat placement
effectiveness and data-driven machine learning to classify control temperature faults in Terminal Units (TUs). Each aspect
addresses a specific challenge in HVAC system optimization, enabling better energy management, occupant comfort,
and overall system reliability.

In the first part, exploratory data analysis (EDA) is utilized to evaluate the placement and performance of thermostats
across the building. Descriptive statistics, such as distributions, means, and standard deviations, are calculated for each
TU to reveal patterns in their temperature regulation behaviour. Analyzing these statistical measures provides insights
into TU performance variability and identifies any deviations that may indicate suboptimal thermostat placement. This
analysis serves as a diagnostic tool, shedding light on operational consistency across the building over the month-long
period of data collection.

In the second part, machine learning is applied to classify abnormality in TU control temperature settings. By using
the labelled information, which categorizes TU operation as a normal, heating fault, or cooling fault, the ML models
automate fault detection, improving the speed and accuracy of identifying operational inefficiencies. Together, these
methods support a holistic approach to enhancing HVAC functionality, focusing both on existing setup efficiency and
proactive fault management.

4.1 Data description

This study focuses on a retrofitted commercial building in London, where data from the building’s Terminal Units (TUs)
were collected and analyzed. This multi-floor building spans seven levels and includes 730 TUs distributed across these
floors. For this case study, data for one month from each TU, with measurements recorded every 10 min were gathered.
The data was collected using a data acquisition device developed by engineers from a UK-based company. The data
collection and processing methods have been detailed in the authors’ previous works [15, 17].

Each TU monitors 26 distinct parameters, providing comprehensive insights into the system’s performance. Given this
frequency and range of parameters, each TU contributes approximately 560,000 data entries over the month, amounting
to a total dataset of around 410 million data points. This extensive dataset enables a detailed analysis of TU behaviour,
facilitating accurate fault detection, energy use assessment, and identification of areas for operational improvement in
the building’s HVAC system.

Figure 3a, b illustrate two distinct behavioral patterns of different TUs over a 15-day period. In Fig. 3a, the control
temperature exceeds the cooling setpoint, leading to an increase demand for cooling power. Conversely, Fig. 3b shows
the control temperature dropping below the heating setpoint, which increases heating power demand. These TU data
patterns have been analyzed in this research to identify TUs that persistently operate outside the deadband, resulting
in excessive and abnormal power demand.

4.2 Feature transformation and data labelling
The raw TU data underwent pre-processing and feature transformation to prepare it for machine learning applications.

Initially, each file contained only three columns: date, parameter, and value, resulting in unstructured, unlabeled data
unsuitable for direct model training. To address this, each TU data file was transformed by setting time as a constant
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Fig. 3 The sample TU data of cooling and heating pattern’s for 15 days period

column and pivoting the various parameters into separate columns, each representing a distinct feature with its cor-
responding values. Missing values within these features were addressed using an interpolation method to ensure data
continuity.

For data labelling, we focused on several key features critical to temperature regulation. The “control temperature” fea-
ture reflects the current room temperature, while the “cooling setpoint”and “heating setpoint”features indicate whether
heating or cooling is required. Another important feature, the “deadband,” defines the allowable range of variation for
the control temperature. Based on these features, the data was labelled as follows:

e (Class 0 (Normal Operation): When the control temperature remains within the deadband range, the system is con-
sidered to be functioning normally.

e C(lass 1 (Heating Fault): When the control temperature falls below the heating setpoint, the system demands heating,
raising the control temperature to reach the desired range.

e C(lass 2 (Cooling Fault): When the control temperature exceeds the cooling setpoint, the system activates cooling to
bring the control temperature back within the acceptable range.

Using this classification approach, the entire dataset was labelled into three categories: Class 0 for normal operation,
Class 1 for heating faults, and Class 2 for cooling faults. Examples of each class are shown in Fig. 4. Figure 4a illustrates the
expected behaviour for Class 0, representing non-faulty or normal TU operation, where the control temperature remains
within the deadband limit, resulting in minimal or no power demand. Figure 4b shows the behaviour for Class 1, which
indicates an abnormal TU operation associated with heating faults. Here, the control temperature exceeds the heating
setpoint, triggering an increased demand for heating power. Similarly, Fig. 4c represents Class 2, another abnormal
TU operation type, associated with cooling faults. In this case, the control temperature surpasses the cooling setpoint,
resulting in a higher cooling power demand.

Since this operational information was not initially provided by the building operator, labelling was essential to identify
and categorize these faults accurately. After labelling, machine learning models were applied to automate fault detec-
tion across the dataset.

4.3 Machine learning
After transforming and labelling the raw data, three machine learning models were applied to classify TU behaviour into

three distinct operational states (classes). The chosen models include a traditional multi-class Support Vector Machine
(SVM) and three ensemble models: Random Forest (RF), andAdaBoost. Each model’s performance was evaluated, focusing
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Fig. 4 An example of daily TU behaviour for each of the three classes

on both classification accuracy and computational efficiency to determine the most effective approach for TU fault detec-
tion. An overview of each model is detailed below.

Support Vector Machine (SVM): SVM is a supervised learning algorithm that works by finding a hyperplane that best
separates data points into classes. In multi-class SVM, a one-vs-rest or one-vs-one approach is used to extend binary SVM
classification to multiple classes. The SVM classifier aims to maximize the margin between classes, making it robust for
fault detection tasks with distinct behavioural classes. The decision function for SVM is defined as:

f)=w-x+b (M

where w represents the weights of the hyperplane, x is the input feature vector, and b is the bias term. The objective is
to maximize m the margin distance between classes.

SVM performs well with complex decision boundaries and is computationally efficient with small to medium-sized
datasets. It serves as a benchmark for assessing performance against ensemble methods in identifying TU fault patterns.
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Random Forest (RF): Random Forest is an ensemble method that combines multiple decision trees, each trained on
random subsets of the data and features. It uses a majority vote across the trees to make final predictions, reducing over-
fitting and enhancing accuracy for varied data patterns. The decision function for Random Forest can be represented as:

.
fx) = % D hx) b))
t=1

where T is the number of trees, and h,(x) represents the prediction from the t-th tree.

Random Forest’s robustness against overfitting and high interpretability make it well-suited for fault detection, where
the underlying patterns can vary. Its ability to handle large, complex datasets and non-linear relationships is ideal for the
multi-parameter nature of TU data.

AdaBoost: AdaBoost (Adaptive Boosting) is a boosting technique that sequentially trains weak learners, typically deci-
sion trees, by emphasizing misclassified instances in each iteration. This adaptive weighting makes the model sensitive
to difficult cases, often resulting in high accuracy for multi-class classification. The prediction function is given by:

.
) =Y ah () 3)
t=1

where T is the number of weak learners, a, is the weight of each learner based on its error, and h,(x) is the t-th learner’s
prediction.

AdaBoost’s ability to adjust to complex data distributions and prioritize challenging instances helps in detecting subtle
anomalies in TU behaviour. This makes it valuable in fault detection where certain patterns may only slightly deviate
from the norm.

In summary, these models were selected to compare traditional and ensemble approaches in detecting TU faults,
with SVM providing a reliable baseline and the ensemble models offering robust alternatives for handling large-scale,
multi-parameter data. The ensemble models’ strengths in managing complex interactions and their general resilience
to overfitting make them particularly advantageous for TU fault detection and classification.

To further evaluate model performance, the results were also compared using a balanced dataset. A data balancing
technique was applied to the TU dataset to upsample the labels and address class imbalance. Specifically, Synthetic
Minority Over-sampling Technique (SMOTE) was used to redistribute the uneven class before training and testing all ML
models. SMOTE is a popular method for handling imbalanced datasets. It works by creating synthetic samples of the
minority class rather than simply duplicating existing ones. This helps the model learn better from underrepresented
classes and improves classification performance. Thereafter, model validation was conducted to check whether balanc-
ing the data improved performance and to understand its impact on the results.

4.4 Model evaluation

To evaluate the effectiveness of these implemented ML models in detecting faults in Terminal Units (TUs), three key
performance metrics: Precision, Recall, and F1-score were used. These metrics were chosen to provide a well-rounded
assessment of each model'’s performance, particularly in handling fault detection scenarios where distinguishing between
fault and non-fault states is critical. All these measures are derived from the confusion matrix and the outcomes have
been analysed in the Result Analysis section.

Precision: Precision measures the accuracy of the positive predictions, indicating the proportion of true positives out
of all instances classified as positive. High precision ensures that most detected faults are genuine, thereby reducing
unnecessary interventions.

True Positives

Precision = — — 4
True Positives + False Positives @)

Recall: Recall assesses the model’s ability to detect actual faults, showing the proportion of true positives out of all actual
positives. A high recall value indicates that the model successfully captures most faults, minimizing missed detections.
This is essential in TU fault detection to ensure that all operational issues are identified, preventing potential energy
inefficiencies or comfort disruptions due to undetected faults.
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True Positives
Recall = — - (5)
True Positives + False Negatives

F1-Score: The F1-score provides a harmonic mean of precision and recall, offering a balanced measure that considers

both false positives and false negatives. This score is used to find out the balance between precision and recall, as in TU

fault detection, both accurate detection and comprehensive fault coverage are necessary for reliable operation.
Precision x Recall

F1-Score = 2 X
Precision + Recall (6)

By comparing these metrics across models, we can determine which model not only detects faults with high accuracy
but also achieves a balance between correctly identifying faults (high recall) and avoiding false alarms (high precision).
This comprehensive evaluation helps in selecting the most effective model for automated TU fault detection, ultimately
supporting a reliable and efficient HVAC system.

5 Result analysis and discussion

This section provides a detailed analysis of the results obtained from the applied ML models. The experiment used one
month of data from 730 TUs, with each TU providing 2783 rows of data recorded at 10-minute intervals. After preproc-
essing and removing missing values, a total of 2,002,173 data points remained for analysis. The TU dataset used in this
study consists of time-series data, where measurements of control temperature, power consumption, and other related
parameters were collected at 10-min intervals. This structured data captures temporal variations in system behavior, and
provides a continuous stream of observations over time, enabling models to learn patterns and identify potential faults
in TUs. The details about the data were discussed in Sect. 4.1.
Following the labelling process, the dataset was labelled into three classes based on TU operational states:

e (Class 0 (Normal Operation): Comprising 1,180,337 rows, this class represents approximately 59% of the data, captur-
ing instances where TUs’ control temperature operated within the deadband range.

e C(Class 1 (Heating Fault): Consisting of 520,263 rows, or 29% of the data, this class includes cases where TUs required
heating adjustments.

e (Class 2 (Cooling Fault): Representing 15% of the data with 295,990 rows, this class identifies cases where TUs needed
cooling adjustments.

This dataset has been used for analyzing the performance of each model in classifying TU behaviours across different
fault states, ultimately aiding in the identification and resolution of operational issues in HVAC systems.

5.1 EDA results

This section employs Exploratory Data Analysis (EDA) with distribution analysis to identify operational trends, devia-
tions, and anomalies in TU control temperatures over a one-month period. Figure 5 presents temperature variations of
selected 730 TUs, helping assess normal operation or potential faults. If the temperature stays within the deadband levels
20-25 °C, the TU operates normally. However, frequent deviations indicate possible issues. If peaks in the distribution
align with expected setpoints, the TU is stable; otherwise, significant peaks outside this range suggest faults requiring
further inspection.

The first two patterns, shown in Fig. 5a, b, exhibit a normal distribution, indicating that the control temperature
generally remains within the deadband limit. However, occasional deviations beyond this range are observed, after
which the temperature returns to normal. This suggests that the system self-corrects periodic fluctuations over time. In
contrast, Fig. 5¢, d display a skewed distribution, where the control temperature frequently drifts towards the cooling
setpoint, surpassing the deadband range. This pattern signals potential cooling faults in the TU’s operation, necessitat-
ing further inspection of the TU or thermostat placement. Similarly, Fig. 5e, f depict a uniform distribution, where the
control temperature fluctuates continuously between 20-25 °C without stabilization. Such behavior suggests potential
operational inefficiencies, requiring a reassessment of the TU’s positioning or functionality. Figure 5g, h also exhibit dis-
tribution patterns with distinct peaks. In Fig. 5g, the temperature primarily remains within the required range, with only
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Fig.5 Monthly data distribu-
tion of control temperature
patterns for 10 different termi-
nal units (TUs), a—j represents
the temperature variation of
an individual TU, highlight-
ing operational trends and
potential anomalies
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occasional variations, indicating stable TU operation. However, Fig. 5h is right-skewed, meaning the temperature, while
mostly within limits, frequently reaches the cooling setpoint, suggesting a gradual shift towards higher temperatures.
Finally, Fig. 5i, j illustrate bi-modal distributions, significantly deviating from expected patterns. Figure 5i shows a stable
temperature for prolonged periods, reflecting minimal fluctuations. In contrast, Fig. 5j presents a left-skewed binomial
distribution with sharp peaks and a low control temperature around 5 °C, signaling potential anomalies. This TU behavior
warrants further investigation to determine whether the issue stems from mechanical faults or external factors affecting
temperature control.

After analyzing the TU distributions, the standard deviation was calculated from each TU distribution, as shown in
Fig. 6. The red dotted line represents a 1.5-sigma shift, a statistical adjustment accounting for natural process drift over
time. TUs with standard deviation values exceeding this threshold may require further investigation by operators, as these
deviations could indicate suboptimal placement or operational issues that prevent the TU from functioning as expected.

5.2 ML results

The dataset was initially prepared by transforming it into a columnar format, imputing missing data points, and labeling
the data for machine learning, as detailed in Sect. 4.2.

To implement machine learning, the dataset was split in two stages to ensure robust training, validation, and testing.
First, 80% of the data was allocated for training and validation, while the remaining 20% was set aside for testing. This
two-stage split strategy provides effective model training, fine-tuning, and thorough testing, allowing for an accurate
performance assessment on an independent dataset and helping to prevent overfitting. During the training and valida-
tion stage, a fivefold cross-validation approach was used, followed by testing on the reserved dataset.

The SVM model results are presented in Table 1, where precision, recall, and F1-score are calculated for each class,
along with overall model accuracy. As observed, precision is high for class-0 (normal class) but lower for class-1 and
class-2, representing heating and cooling faults. Conversely, recall is lower for class-0 but higher for class-1 and class-2,
indicating a better ability to detect fault classes accurately rather than detecting the non-faults properly.

The model achieved an average training accuracy of 50.094% and a testing accuracy of 46.998%. To optimize perfor-
mance, we experimented with various Support Vector Machine (SVM) kernel functions, including linear and Gaussian
(RBF) kernels. Among these, the linear kernel demonstrated the best performance, which is why the results presented
here reflect the linear kernel application only.

To enhance classification accuracy in detecting TU faults, two ensemble models were implemented in addition to the
traditional machine learning model. Ensemble methods, known for combining multiple decision models to improve
predictive performance, offer a more robust solution for fault detection by reducing variance and enhancing generali-
zation. These ensemble models provide a comprehensive approach to refining classification accuracy for complex fault
detection scenarios, ensuring improved reliability and resilience over traditional ML techniques.

Similar to the SVM approach, the Random Forest algorithm was applied to the same datasets using the same data par-
titioning process. The results are presented in Table 2, which demonstrates a significant improvement over the traditional
machine learning methods. The precision, recall, and F1-score achieved values exceeding 99%, with overall training and
validation accuracy at 99.94% and testing accuracy at 99.89%.

Flg 6 Standard deviation Standard Deviation of Terminal Units Control Temperature (°C)

plot of monthly data from 730
terminal units (TUs)

— Std values
++ Threshold

Standard Deviation

0 100 200 300 400 500 600 700
No. of Terminal Units
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Tablg 1 The evaluation. . Training and validation Performance metrics Class-0 Class-1 Class-2
matrices for fivefold validation results
and testing result for the SVM
model Fold-0 Accuracy 63.629
Recall 37.936 99.995 98.522
Precision 99.448 67.166 85.879
F1 Score 54.848 68.455 71.520
Fold-1 Accuracy 68.322
Recall 45.581 99.988 99.97
Precision 99.989 62.356 95.365
F1 Score 62.616 65.423 88.795
Fold-2 Accuracy 70.468
Recall 49.231 99.873 99.988
Precision 99.920 63.791 96.631
F1 Score 65.953 66.396 91.590
Fold-3 Accuracy 75.051
Recall 57.729 98.689 99.988
Precision 99.174 77.216 90.749
F1 Score 72.926 75.220 79.807
Fold-4 Accuracy 50.094
Recall 14.344 99.988 99.984
Precision 99.994 62.100 74111
F1 Score 25.088 65.197 58.603
5-Folds average Accuracy 50.094
Recall 40.964 99.712 99.695
Precision 99.705 66.506 88.547
F1 Score 56.286 68.138 78.063
Testing results Accuracy 46.998
Recall 15.479 99.988 99.988
Precision 99.988 55.219 77.937
F1 Score 26.808 59.446 56.607

To further validate the improvement in results and confirm the efficacy of ensemble models on this type of
dataset, the AdaBoost algorithm was applied, with the same data partitioning strategy used as before. The results
are detailed in Table 3.

The findings indicate that AdaBoost outperformed the traditional machine learning model. Precision values
were found to be lower for class 0 compared to recall and F1-score, while for classes 1 and 2, precision was higher.
Conversely, recall was highest for class 1 but lower for class 2, leading to a continuous decrease in F1-score from
class 0 to class 2. This trend suggests that the model may be experiencing underfitting, likely due to the abundance
of class 0 data in the dataset. Nevertheless, the training, validation, and testing accuracy reached approximately
85%, indicating that while the model performs better than the SVM, it still falls short compared to the Random
Forest model.

For further insights, a confusion matrix for testing outcomes is provided to illustrate the SVM model’s classifi-
cation performance across different classes as shown in Fig. 7a. Similarly, to provide insights into the RF model’s
performance, confusion matrix shown in Fig. 7b, and the Adaboost’s confusion matrix is presented in Fig. 7c.

The confusion matrix provides a detailed view of the model’s classification performance, showing true and false
class assignments across all three classes: normal operation, heating faults, and cooling faults. It highlights where
the model accurately identified each class and where misclassifications occurred, aiding in the evaluation of the
model’s reliability in fault detection for TUs. This analysis is instrumental in diagnosing areas of strength and iden-
tifying potential improvements, ensuring more effective classification between normal and faulty states.
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Tablg 2 The evaluation. . Training and validation Performance metrics Class-0 Class-1 Class-2
matrices for fivefold validation results
and testing result for the RF
model Fold-0 Accuracy 99.946
Recall 99.952 99.949 99.919
Precision 99.938 99.981 99.984
F1 Score 99.954 99.948 99.915
Fold-1 Accuracy 99.945
Recall 99.953 99.944 99.918
Precision 99.934 99.976 99.989
F1 Score 99.953 99.938 99.928
Fold-2 Accuracy 99.94
Recall 99.954 99.929 99.909
Precision 99.922 99.981 99.984
F1 Score 99.949 99.938 99.912
Fold-3 Accuracy 99.942
Recall 99.95 99.938 99.919
Precision 99.931 99.973 99.989
F1 Score 99.95 99.932 99.929
Fold-4 Accuracy 99.942
Recall 99.954 99.932 99.911
Precision 99.924 99.978 99.987
F1 Score 99.95 99.936 99.92
5-Folds average Accuracy 99.942
Recall 99.953 99.939 99.915
Precision 99.93 99.978 99.987
F1 Score 99.951 99.938 99.921
Testing results Accuracy 99.888
Recall 99.912 99.879 99.782
Precision 99.846 99.946 99.984
F1 Score 99.91 99.857 99.835

5.3 SMOTE results

The Synthetic Minority Over-sampling Technique (SMOTE) was applied to the TU dataset, increasing the number of data
points from approximately 160 K to 270 K. After balancing the data, SVM, Random Forest (RF), and AdaBoost were applied,
and their results were evaluated using accuracy, precision, recall, and F1 score metrics. The training and testing outcomes
are presented in Table 4.

The findings show that SVM’s accuracy improved from 50 to 82% in training and from 46 to 64% in testing. Additionally,
recall for class-0 (non-faulty class) improved in both training and testing phases, as this class had the highest number of data
points. Similarly, AdaBoost also showed improved performance after applying SMOTE.

However, Random Forest (RF) outperformed over SYM and AdaBoost, for both cases with and without SMOTE. This sug-
gests that RF is the optimal choice for TU fault classification, as real-world faults occur infrequently and often unpredictably.
Since RF performs well even on the original imbalanced dataset, it is more suitable for real-world deployment, where models
must detect faults without relying on artificial data balancing.
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Tablg 3 The evaluatio.n . Training and validation Performance metrics Class-0 Class-1 Class-2
matrices for 5-fold validation results
and testing result for the
AdaBoost model Fold-0 Accuracy 87.522
Recall 98.479 79.323 60.256
Precision 72.248 98.835 99.968
F1 Score 90.188 86.886 75117
Fold-1 Accuracy 88.366
Recall 98.726 74141 73.610
Precision 73.939 99.734 99.354
F1 Score 90.807 84.786 83.112
Fold-2 Accuracy 88.635
Recall 99.093 76.087 70.805
Precision 74.133 99.852 99.505
F1 Score 91.017 86.217 81.619
Fold-3 Accuracy 87.716
Recall 98.597 79.425 60.873
Precision 72.564 98.923 99.973
F1 Score 90.332 87.071 75.608
Fold-4 Accuracy 85.976
Recall 99.152 72.527 59.212
Precision 67.586 99.641 99.729
F1 Score 89.176 83.588 73.695
5-Folds average Accuracy 85.976
Recall 98.809 76.310 64.949
Precision 72.094 99.397 99.706
F1 Score 90.304 85.710 77.830
Testing results Accuracy 85.936
Recall 99.232 65.553 59.701
Precision 63.579 99.823 99.601
F1 Score 89.847 78.936 73.491

6 Conclusion and future work

This study highlights the effectiveness of a data-centric approach for diagnosing faults in terminal units and optimiz-
ing their placement within building HVAC systems. Since different HVAC components exhibit distinct operational
characteristics and fault types, a direct comparison with these studies is challenging. Additionally, many of these
works benefit from prior knowledge of fault characteristics, whereas our study operates with raw TU data, making
fault identification more complex. This highlights the novelty of our approach- using ensemble ML techniques to
detect TU faults without predefined fault characteristics.

By utilizing ensemble learning techniques, we achieved significant improvements in fault classification accuracy
compared to traditional machine learning methods. The analysis revealed key insights into the behaviour of TUs,
including the identification of suboptimal thermostat placements and the impact of class imbalance on model
performance. A data balancing technique also applied to improve the model’s performance. However, the RF model
outperformed the others, demonstrating its robustness in handling imbalanced datasets, while AdaBoost provided
valuable insights despite its lower accuracy. The incorporation of confusion matrices allowed for a deeper under-
standing of classification outcomes, which is crucial for refining fault detection processes. This research contributes

@ Discover



Research

Discover Data (2025) 3:17 | https://doi.org/10.1007/544248-025-00039-1
SVM - Confusion Matrix (Testing) RF - Confusion Matrix (Testing)
250000
120
o - 38868 135007 o 250888 164 56
200000
100
800 150000
S - 0 S - 120 98831 0
= -600 "
- 100000
- 400
~ - 0 0 50376 | 200 o~ - 110 0 50266 - 50000
1 1 1 - O 1 1 1 - 0
0 1 2 0 1 2
Predicted Predicted
(a) SVM (b) RF

AdaBoost - Confusion Matrix (Testing)

(=} 249179 533 1396

200000
150000
§ —- 34086 64865 0
- 100000
~- 20301 0 30075 - 30000
1 1 1 - 0
0 1 2
Predicted

(c) AdaBoost

Fig.7 Testing confusion matrix for all three compared ML models

to the ongoing effort to enhance the efficiency and effectiveness of building HVAC systems, ultimately leading to
reduced energy consumption and improved indoor environmental quality.

This study relies on data from a single winter month data, without detailed location of TUs within the building. This
limits the ability to analyze the impact of spatial positioning on performance, airflow distribution, and thermal com-
fort. Thus, future work will concentrate on incorporating more real data to capture seasonal variations or long-term
trends in TU performance for improving fault detection capabilities and system performance, particularly through
floor-wise analyses. Additionally, the research will explore how patterns vary across different floors and how they
change in relation to the building’s cardinal directions. We will also test the models with a broader and more diverse
dataset to address class imbalance issues effectively.
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Tal?lg 4 Comparison of Models Training & testing Performance metrics Class-0 Class-1 Class-2
training and testing results
for all three experimented SVM Training Accuracy 82.569
models after applying SMOTE Recall 45.852 99.982 99.695
Precision 99.839 77.113 95.813
F1 Score 62.188 814 95.901
Testing Accuracy 64.352
Recall 43.153 100 100
Precision 100 55.215 97.792
F1 Score 60.289 59.444 92.875
RF Training Accuracy 99.97
Recall 99.939 99.983 99.99
Precision 99.987 99.983 99.987
F1 Score 99.956 99.974 99.982
Testing Accuracy 99.878
Recall 99.854 99.925 99.905
Precision 99.918 99.932 99.953
F1 Score 99.903 99.86 99.791
AdaBoost Training Accuracy 89.902
Recall 96.75 84.364 84.194
Precision 84.279 99.544 98.833
F1 Score 84.808 91.056 90.238
Testing Accuracy 93.16
Recall 99.305 82.045 84.362
Precision 82.826 99.881 99.604
F1 Score 94.794 89.958 90.171
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