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Abstract—Advancements in digital education have revolutionized
traditional learning environments, driving the widespread adoption of
virtual and hybrid classrooms. Engagement, a vital factor for effective
learning, necessitates continuous monitoring and assessment to
optimize outcomes. This study introduces EngageSense, a hybrid real-
time engagement detection system leveraging facial biometrics,
computer vision, and deep learning. First, a new dataset is created via
user eye images taken from webcam of laptop. Then, Dlib’s HOG +
Linear SVM for face detection, a CNN model trained on 4,453 eye
images dataset(classified into left, right, and center gaze directions),
and OpenPose MobileNetV1 for body pose estimation are used. By
fusing gaze direction (99.50% accuracy) and pose features,
EngageSense classifies engagement into three levels: fully engaged,
partially engaged, and not engaged with an accuracy of 90%. By
providing actionable real-time insights, EngageSense empowers
educators to foster meaningful interactions and enhance learning
experiences in virtual environments.

Index Terms—Student Engagement, Real-Time Monitoring,
Virtual Classroom, Online Student Monitoring, EngageSense

|. INTRODUCTION

In recent years, higher education and corporate training
sectors have undergone significant transformations, leading to
the adoption of virtual and hybrid classroom environments.
While these shifts offer flexibility and accessibility, they also
pose challenges, particularly in monitoring and sustaining
learner engagement, which is closely linked to academic
performance and learning outcomes [1]. The absence of
physical presence in virtual classrooms makes it challenging for
educators to effectively gauge student engagement in real
time.

Research has demonstrated that learners are more engaged
in physical classrooms [2], where instructors can directly
observe behaviors and interactions. In virtual settings,
however, maintaining and detecting engagement is more
complex due to the lack of direct physical interaction. Studies
have explored various machine learning (ML) approaches to
address this issue. For instance, [3] highlights the importance
of realtime data in reliably detecting student engagement and
its correlation with academic success. Similarly, [4] shows that
facial expressions, head poses, and gaze movements can serve
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as indicators of engagement, using long short-term memory
(LSTM) networks for analysis. Traditional techniques for
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Fig. 1. Schematic Overview of EngageSense

assessing engagement, such as interactive discussions, quizzes,
and feedback reviews, are less effective in virtual settings,
where disengagement often occurs. Advanced methods,
including eye movement tracking, body posture analysis, and
facial expression detection, have shown promise in virtual
classrooms [5]. Translating these methods to virtual
environments necessitates real-time engagement detection
systems capable of accurately analyzing behaviors and focus.
Numerous studies have explored student engagement
detection in educational settings, making use of computer
vision to automate what educators traditionally assess visually.
The complexity and occlusion in a real classroom environment
make it challenging to accurately detect each student, even
with high-definition cameras. Relying on a single modality to
assess learning engagement is insufficient in such conditions.
[6] explored emotion recognition and its relationship to
engagement but noted that relying solely on emotion
detection is insufficient for comprehensive engagement
analysis. [7] explored classifying engagement by training
Attention-Net for head pose estimation and Affect-Net for
facial expression recognition using facial videos and found out
that in a virtual classroom, the unobtrusive learning
engagement can be effectively recognized using multiple
nonverbal cues, such as facial expressions, hand gestures, and



body postures. As a result, the current trend focuses on
recognizing and analyzing student engagement using multiple

nonverbal cues.
This paper aims to address the challenges of single modality
and computationally ineffective system by proposing a new
system that prioritizes multiple nonverbal cues to evaluate
engagement levels in virtual classrooms. Figure 1 gives the
schematic overview of the proposed system which provides a
comprehensive, hybrid and real-time solution. Our primary
contributions are:

+ Introducing a system capable of detecting learner
engagement levels in virtual environments in real time.

« Designing a system using Lightweight models that are
computationally efficient models to ensure suitability for
real-time processing.

« Developing a CNN based eye gaze detection model using
custom dataset with an accuracy of 99.50%.

« Implementing a hybrid model to classify learner
engagement into three categories: fully engaged, partially
engaged, and not engaged with an accuracy above 90%.

Research highlights the importance of combining multiple
behavioural data points. [8] proposed a cost-effective
framework using a webcam and a CNN to detect engagement
levels in real-time. Similarly, [9] introduced a Mean
Engagement Score (MES) derived from facial emotion
detection using CNN. [10] emphasized the integration of
emotional and cognitive components, utilizing OpenPose and
deep learning for pose classification. [11] enhanced detection
accuracy by 3.9% using a hybrid method with ResNet and
Temporal Convolutional Networks (TCN). Similarly, [5] fused
affective and attention features, achieving an Under the Curve
(AUC) of 0.720 for engagement classification using trained
Attention-Net and Affect-Net. [12] utilized webcam data with a
haar-cascade algorithm and CNN, correlating high engagement
with better academic performance. [13] developed a
lightweight FER model combining multitask CNN and
EfficientNet, but noted challenges with low-resolution images,
limiting detection effectiveness. Instructor behavior and
presentation style also influence engagement. [3] achieved
92.23% accuracy using the CATBoost model, surpassing prior
approaches. [14] developed a system combining facial
recognition, head pose estimation, and Eye Aspect Ratios,
achieving 72.4% engagement classification accuracy. Similarly,
[15] proposed a multi-cue vision-based approach estimating
engagement through affect, attention, and head movement,
achieving a 75-80% correlation with self-reports. The
integration of loT devices has introduced novel approaches for
monitoring engagement. [16] proposed an loT-based
framework using wireless emotional signals and LSTM models,
achieving 95% accuracy and ultra-low latency. However,
challenges remain in mitigating signal interference and
environmental variability. These studies underscore the critical

role of computer vision, 10T, and deep learning in addressing
the complexities of engagement detection in virtual and hybrid
classrooms. Table | list down past references with the details of
datasets used, methodology applied and the results achieved.

[23] propose a aggregated deep CNN model ApparelNet,
which is designed for person verification in border control

environment. It provides single-based-image detection using
TABLE |
LIST OF PAST REFERENCES WITH THEIR DATASETS, METHODOLOGY, AND RESULTS

Ref Year  Dataset Methodology Results
2024 100 images to 1000 OpenCV, CNN Obtained 99% accuracy of
images from UPNA CNN based face
[17] Head Database it
recognition model.
2024 FER2013 Haar Cascade Obtain 73.4% accuracy of
18] :/:gofithmsf emotion recognition
obileNetV2, model
CNN
[19] 2023 Used own Face ResNet-50,VGG-19, Achieved 92.3% accuracy
Emotion Dataset, Inception-V3 of ResNet-50 on own Face
CK+, FER-2013, RAF- Emotion Dataset used for
DB engagement detection.
[20] 2023 Uses own Face Dlib, VGG-19 Achieved an accuracy of
Dataset 95.25% for two
engagement states
(Focused or
Fatigued).
[21] 2022 Kaggle Eye- Haar Cascade Achieved an accuracy of
Image Dataset Algorithms, CNN, Mo-  99% of eye gaze detection
(Around  bileNet for two engagement
14500 eye states (Engaged or Not
images Engaged).
was used
for
real
time detection)
[22] 2022 ClassX, RetinaNet, VGG-16, Obtain presentation style
LectureVideoDB, Kmeans, TCN model accuracy 86% and
I1IT-AR-13K student engagement

model accuracy 76%.

OpenPose model and also evaluated on Front-View-Gait(FVG)
dataset with shows an accuracy of 98% on training and
validation. Model verification achieve 96% prediction accuracy
when tested on 12 randomly selected individuals. [24]
investigates the selection of soft-biometrics and their relations
for efficient verificaion. They developed a multi non-linear
regression based framework named as RSFS, for selection of
higly supportive soft-biometric features using very large
collection of soft-biometrics. [25] proposed a OneDetect, a
federated learning architecture that uses intrusive features of
human body to detect three most common global soft
biometrics features gender, age and ethicity. [26] study shows
that invention of Motion Sensing Camera opened new domain
of research and people are using them for recognition of
human activities. Mircosoft Kinect for XBOX provides two types
of information RGB and Depth and many vendors are
developing tools that works with Microsoft Kinect.

In Section 2, we present the EngageSense framework,
detailing the processes for face detection and the extraction of



body features for eye gaze direction and pose estimation.
Section 3 focuses on the experimental outcomes and their
analysis across the various modules of EngageSense. Finally,
Section 4 concludes the study and highlights potential
directions for future research and further investigation.

Il. EXPERIMENTAL DESIGN

This section outlines the EngageSense framework for
realtime engagement detection in virtual classrooms, detailing
its implementation steps: face detection, eye gaze tracking,
pose estimation, and engagement classification. The
integration of deep learning (DL) and computer vision (CV)
techniques ensures system accuracy and efficiency within a
virtual learning environment.

A. EngageSense Framework

The EngageSense framework, illustrated in Figure 2,
combines DL and CV methodologies. For face and eye
detection, the system utilizes Dlib’s library, known for its
accuracy and efficiency. Eye gaze direction is determined using
a pretrained Convolutional Neural Network (CNN), enabling
real-time tracking of gaze movements, which serves as a key
indicator of visual engagement. Pose estimation is performed
using the OpenPose MobileNet V1 pretrained model, which
identifies 19 key body points, including the head, shoulders,
and neck, to track posture with precision. Engagement levels
are classified by aggregating the outputs from these modules
over a one-second duration of real-time video captured via a
webcam. This integrated approach, combining facial, gaze, and
pose analysis, provides a robust and accurate solution for
detecting learner engagement in real-time.

B. Dataset Preparation

The dataset used in this research comprises images collected
via a webcam, focusing on the eye region for further analysis.
Each participant contributed ten images, which were
systematically cropped to extract the eye region. To enhance
the dataset and improve model generalization, various
augmentation techniques were applied, including rotation and
quality adjustments. Furthermore, the images were converted
to grayscale and resized to a uniform dimension of 56x64 pixels
to ensure consistency in the dataset. As a result of these
preprocessing steps, the final augmented dataset consists of
4,453 images, providing a robust foundation for model
training. The dataset preparation flow is shown in Figure 3

C. Face Detection

Dlib is a widely utilized Python library for face recognition,
known for its accuracy and speed compared to alternatives like
OpenCV’s HAAR Cascade [21]. The library offers two face
detection methods: the Histogram of Oriented Gradients
(HOG) + Linear Support Vector Machine (SVM) face detector
[5] and a deep learning-based MMOD CNN face detector. For

this study, the HOG + Linear SVM detector was selected due to
its ease of integration with Dlib’s shape predictor. Table Il
highlights the comparision of performance between two Dlib
face detection models.

HOG is a feature descriptor designed to extract critical
information from images, making it essential in computer
vision tasks such as object or shape detection. It focuses on
capturing the structural features and shapes within an image
by analyzing edge gradients and orientations. HOG’s ability to
detect edge directions contributes to its effectiveness in face
detection. After extracting the HOG feature vector, passed to a
Linear SVM, which identifies the face and provides a bounding
box around the detected face. Figure 4 illustrates the face
detection process using Dlib’s frontal face detector based on
the HOG + Linear SVM method.

TABLE Il
PERFORMANCE COMPARISION OF FACE DETECTION MODELS
Performance HOG+Linear SVM MMOD CNN
Feature
Accuracy 85%-95% 96%-98%
Computational Provide 25-35 FPS on X
Efficienc a standard CPU Provides 10-15 FPS on
y , ,, CPU and 30-50 FPS on
without requiring a GPU
GPU
Model Size <100 MB >100 MB to GB
Easily train on small Requires large
- dataset  with dataset and
Training
Efficienc less more
¥ training time training
time
TABLE IIl
EYE GAZE DETECTION CNN MODEL SUMMARY
L Para #
ayers Output Shape ara
conv2d 54 (N 56,64,16) 160
(Conv2D) one,=6,5%,
max _pooling2d
54 (None,28,32,16) 0
(MaxPooling2D)
conv2d 55
None,28,32,32 4640
(Conv2D) (None )
max _pooling2d
55 (None,14,16,32) 0
(MaxPooling2D)
2d 56
conv (None, 14,16,64) 18,496
(Conv2D)
max _pooling2d
56 (None,7,8,64) 0
(MaxPooling2D)
flatten 18
atten (None, 3584) 0
(Flatten)
dense 35 (None, 256) 917,760
(Dense)



activation 35

N , 256 0
(Activation) (None )
dense _36 (None, 3) 77
(Dense)
activation 36

(None, 3) 0

(Activation)

D. Eye Gaze Detection and Classification

Various methods are available for detecting facial features to
track gaze movement. In this study, a gaze tracking system was
developed using Dlib’s facial landmarks detector for eye
landmark detection and a trained CNN model for classifying
eye states as looking center, left, or right in real time. Summary
of each layer of CNN model and its hyperparameters are shown
in Table Ill and Table IV.

Dlib’s facial landmarks detector, pretrained within the
library, predicts 68 landmarks corresponding to facial
structures. For gaze detection, the right and left eyes are
extracted based on the facial landmark indices: [42—-47] for the
left eye and
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Fig. 4. HOG and Linear SVM based Face Detection

[36—-41] for the right eye. These extracted eye regions are then
fed into the pretrained CNN model, which classifies the gaze
direction as looking center, right, or left, as shown in Figure

5.
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Fig. 5. Eye Landmarks and CNN based Eye Gaze Detection
TABLE IV
LIST OF HYPERPARAMETERS OF CNN MODEL

Hyperparameter Value
Batch Size 32
Optimizer Adam
Activati

¢ va. on RelLU, Softmax
Function

Filters 16,32,64
Kernal Size (3,3)
Pool Size (2,2)

No. of traini

o. of training 10

Epochs

‘Adjusting ! Convert 1 E. Pose Estimation Using OpenPose
Quality Apply Augmentation to grayscale z z : : L 4
PPY hﬁages Human pose estimation involves identifying the positions of
Rotation T Resize (56,64) key points on the human body, effectively enabling computers
Augmented Dataset to recognize and analyze human movements. OpenPose is a
(4,453) real-time pose estimation system that uses a skeleton-based
model to map body movements. To enhance its efficiency,
lib I lib 68 Sh Classes
Dlib Fronta Dlib 68 Shape
Face Detector SVM Landmarks Left Eye .
Looking Left
Looking Right
Looking Center
Face Eye CNN
= = ——
/P Detection ‘ [ Predictor Right Eye Classifier
o/P
. Fully Engaged
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Fig. 2. EnagageSense Framework

Fig. 3. Dataset Preparation and Augmentation

pretrained models are available, and for this study, we utilized



the MobileNetVl model trained on the COCO (Common
Objects in Context) dataset. Table V provides comparision of
MobileNetV1 with InceptionV3 and ResNet50 models based on
number of parameters and size. It shows that MobileNetV1 is
more efficient in terms of parameters and size as compared to
other pretrained models. MobileNetV1 is 18 times and 44
times smaller than InceptionV3 and ResNet50. Due to having
low weights, MobileNetV1 also provide easily integration on
low resources system also on android and I0S after its
conversion in Tensorflow Lite version [23].

TABLE V

MOBILENET SIZE AND PARAMETERS COMPARISION WITH OTHER
PRETRAINED MODELS

Model Name Total Parameters Model Size
MobileNetV1 4.2 millions 16 MBs
InceptionV3 74.2 millions 717 MBs
ResNet50 26.2 millions 314 MBs

The process, presented in Figure 6, begins by inputting

an RGB image into MobileNetV1 to extract body features. A
heatmap is then generated from these features to improve the
localization of key points. The required key points are grouped
from the heatmap, and OpenCV is used to map the skeleton
model of these grouped key points onto the input image,
providing a visual representation of the detected human pose.

Lightweight
MobileNetV1
/P Heatmap B o/p

& ] Feature Keypoints |
Extraction Grouping

Fig. 6. Human Pose Estimation Using OpenPose

F. Engagement Level Classification

The process begins with pose estimation using OpenPose,
which provides coordinates for various body parts such as the
ears, eyes, and shoulders. If any of these parts are not
detected, a counter for the missing part is incremented. If
more than two parts are consistently undetected during pose
estimation, the pose is marked as not detected.
Simultaneously, eye movements are tracked. If the gaze is
centered, it is marked as detected; otherwise, it is not
detected. The engagement level is then predicted based on the
combined results of pose estimation and eye gaze detection as
shown in Equation 3.

The Gaze is determined as:

classes = [center,left,right]
(
1,  if argmax(peye) = center

Gaze = (1) 0, otherwise

where peye = [pcenter,pleft,pright] represents the probability
distribution over gaze directions. The function selects the class
with the highest probability.

The Pose is calculated as:

Features = [Ishoulder,rshoulder,neck,rear,lear ]

(

1, if at least two features are detected

Pose = (2) 0, otherwise

Classification of Engagement Level:

classes = [FullyEngaged, PartiallyEngaged, NOtEngaged|

Getting Pose and Gaze value from Equation 2 and 1, we will
calculate Viand V2

V1= min(Pose,Gaze)
V2 = max(Pose,Gaze) clasSindex=

len(classes — 1) - V1- V2

Engagementievel = classes[classindex) (3)
[1l. OUTCOMES AND ANALYSIS

This section presents the experimental results and analysis
validating the effectiveness of the EngageSense system. The
findings show that combining pose estimation and gaze
detection enhances engagement classification significantly,
emphasizing the importance of integrating multiple features
for real-time engagement detection.

A. Outcomes of Eye Gaze Detection

The eye gaze detection model effectively identifies gaze
directions (center, left, right), playing a crucial role in
engagement level classification. Figure 7 illustrates the
performance of the proposed model with gaze directions
labelled as ”“centre,” “right,” or "left.” While the model
demonstrates high accuracy in most cases, misclassification is
observed in Test Image (2), where the ground truth direction is
"right,” but the system predicts “center.” This error is likely due
to limited training data or insufficient feature extraction.

1
L |
|

,",\1.:/

Test_Image (1) Test_Image (2)
i I

ight | right |
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Fig. 7. Detection of Eye Gaze on different participants

Figure 8 depicts the training process of the eye gaze
detection model over 10 epochs, showing a steady increase in
accuracy, ultimately reaching 99.50% on training data and
97.50% on validation data, while the loss decreases to 0.0162
on training data and 0.0533 on validation data; highlighting the
model’s effective learning, with consistent improvements
observed in both training and validation metrics.

06 ~e— train_loss
—.— val loss

~— train_acc

—— valacc

Fig. 8. Accuracy and Loss of Eye Gaze Detection Model

Table VI provides the classification report, showing the
performance of the eye gaze detection model across three
classes: “centre,” ”left,” and ”right.” Figure 9 demonstrate
confusion matrix that shows the model’s strong overall
accuracy, with minimal misclassifications. Figure 10 shows the
curve closer to the top-left corner of the plot indicates better
performance of eye gaze detection model on each class.

TABLE VI
CLASSIFICATION REPORT OF EYE GAZE DETECTION MODEL

Gaze Direction Precision(%) Recall(%) F1-Score(%) Samples
center 0.97 1.00 0.98 243
left 1.00 1.00 1.00 273
right 1.00 0.97 0.99 315

Fig. 9. Confusion Matrix on test data of Eye Gaze Detection Model

o= —— Class 0 (center) (AUC = 0.99)
.4 ~— Class 1 (left) (AUC = 1.00)
g —— Class 2 (right) (AUC = 0.99)
=== Random Guess

Fig. 10. ROC Curve of 3 Classes (center,left,right) of Eye Gaze Detection Model

B. Outcomes of Pose Estimation (OpenPose)

Figure 11 illustrates the results of pose estimation for three
participants during the engagement detection process. The
model successfully identifies key landmarks, including the
nose, eyes, ears, shoulders, and neck, and maps them with
corresponding feature counts.

« Participant 1: The pose estimation captures a frontal
position with all key landmarks visible, except for the right
ear.

« Participant 2: A slightly tilted pose is observed, indicated
by asymmetry in the left and right-side landmark counts.

« Participant 3: Aside view is depicted, where the algorithm
accurately detects visible landmarks while marking
occluded ones (e.g., the right ear) as absent.

These results confirm the robustness of the pose estimation

model in handling different head orientations and positions,
which are crucial for determining engagement levels.

Nose:1
RSlder:1
LSider:1
Neck:1

Participant (1)

Participant (2) Participant (3)

Fig. 11. Pose key points estimation on different participants

C. Outcomes of Hybrid Model (Eye Gaze Detection and
OpenPose)

The hybrid model combines pose estimation and gaze
detection to classify learner engagement into three categories:
Fully Engaged, Partially Engaged, and Not Engaged. This
integration enhances the model’s ability to assess engagement
levels by capturing details of learner behaviour. Figure 12
illustrates the classification outcomes for test images.



The hybrid model effectively detects partial engagement
when a learner’s gaze or head orientation deviates. For
example, in Figure 12, Test _Image (2), the learner’s gaze shifts
to the right, leading the model to classify the state as ”Partially
Engaged.” Similarly, in Test Image (6), where the head is turned
to the left, the model also identifies “Partially Engaged.” In Test
Images (1) and (3), where the learner faces forward with a
direct gaze, the model accurately classifies the state as “Fully
Engaged,” reflecting complete focus. Conversely, in Test Image
(5), where the head is tilted downward, the model correctly
identifies the posture as “Not Engaged,” indicating
disengagement.

Almost 50 samples are taken on real time of 10 participants
to see how EngageSense classification accuracy. Figure 13
shows confusion matrix which shows that EngageSense classify
90% samples accurately. These results highlight the hybrid
model’s robustness in capturing both pose and gazebased cues
to determine engagement levels.

D. Comparative Analysis of Related Works

We present, in Table VI, a comparative analysis of

engagement detection approaches, focusing on the key
components

Test_Image (1) Test_Image (2) Test_Image (3)

Test_Image (4) Test_Image (5) Test_Image (6)

Fig. 12. Results of Hybrid Model (using both Pose and Gaze Detection)

Fig. 13. Results of Hybrid Model (using both Pose and Gaze Detection)

of face detection, pose estimation, and eye gaze detection
accuracy.

The proposed EngageSense method integrates deep
learning and computer vision to combine face detection, pose
estimation, and eye gaze detection. This comprehensive
approach achieves a notable improvement, with an eye gaze
detection accuracy of 99.50% and engagement level detection
accuracy of around 90%. The enhanced accuracy highlights the
collective effect of integrating pose estimation and gaze
detection, significantly improving the model’s robustness in
capturing engagement level across diverse scenarios.
Additionally, the use of advanced pretrained models and the
integration of multiple features ensures that EngageSense
offers a more reliable and accurate prediction of engagement
compared to the other methods reviewed.

TABLE VII
COMPARISION OF PAST PAPER FEATURES SELECTION AND ACCURACY
Ref Model Used Face Pose Eye Gaze Detection
Detection  Estimation (Accuracy)
[24] Deep Learning Yes No 70%
[25] Haar Cascade Yes No 95.25%
[17] Deep Learning Yes Yes No
[18] Deep Learning + Yes Yes 73.4%
Computer Vision
Engage Deep Learning + Yes Yes 99.50%

Sense Computer Vision

IV. CONCLUSION AND FUTURE WORK

This paper presents EngageSense, a real-time learner
engagement detection system for virtual classrooms, utilising
computer vision and deep learning techniques. The system
utilizes Dlib for face detection, CNN for gaze classification, and
OpenPose for pose estimation to classify engagement into
three levels: fully engaged, partially engaged, and not engaged.
Experimental results demonstrate that combining eye gaze
detection with an accuracy level of 99.50

A limitation of this paper is the small dataset, as only ten
participants agreed to provide data due to privacy concerns.
Consequently, the eye gaze dataset is customized based on this
limited number of participants. In future work, we aim to
expand the dataset by increasing the number and diversity of
participants. During the training of the eye gaze detection
model, the small dataset led to overfitting and underfitting
when a larger number of epochs were selected. This
shortcoming can be addressed by increasing the size of the
dataset and applying regularization techniques. Future work
could explore these strategies to enhance the model’s
robustness and applicability. Another limitation is the
challenge of face detection in lowlight conditions and the
presence of occlusions. While there is no perfect solution for
these issues, they can be mitigated by training the model on a
dataset with varying light conditions or by using an occlusion-
aware CNN model.



Another important aspect is that eye and pose cues may not
always reflect the participant’s mental and physiological state.
Future work will focus on enhancing engagement analysis by
incorporating additional behavioural cues, physiological signals
and hand-gestures . Real-time feedback mechanisms will be
developed to help educators address disengagement promptly.
Future work is aimed at integrating a lightweight engagement
system based on MobileNetV1 on IoT devices and wearables.
Sensor data such as hand movements, body movements or
pulse rate can be used to detect engagement levels. However,
the proposed system EngageSense has so far demonstrated
reliable results in face detection, eye gaze detection, pose
estimation, and engagement detection. Therefore, this study
has the potential to provide support to the development of
innovative educational technologies.
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