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1 Introduction

Institute of Electrical and Electronic Engineers (IEEE) Wireless Local Area Networks (WLAN) are based on IEEE 802.11 protocol. The reliability of the media access control (MAC) layer of the IEEE 802.11 protocol is maintained by enforcing a response message from the access point (AP) for every request message from a station (STA). Attackers exploit this request-and-respond design flaw to generate probe request flood (PRF) attacks. Flooding attacks create severe performance dilapidations or decline of resources to genuine STAs when besieged by requests. Unprotected beacon or probe request and probe response frames which are sent ‘clear’ increase the risk of susceptibility. Usually, probing is the initial phase of any other attack in computer networks [1–7].

Evaluations of detection systems require identification of genuine and rogue frames in the sample. Analysing frames of a WLAN test bed manually or statistically and detecting a rogue frame are possible to some extent due to its controlled nature. However, identifying rogue frames from genuine frames in a real network completely is an impossible task. Therefore, researchers use existing sample datasets or other sanitised or simulated traffic to develop and test intrusion detection proposals. Although they are rich in variety of genuine and attack traffic, and considered as a benchmark for evaluating security detection mechanisms, these datasets do not contain background noise that a real-world dataset consists of. Therefore, the solutions that develop based on these datasets may not work as
efficiency and effectively as they claim to be in real-world environments. This research investigates and analyses the traffic of a real-world WLAN and, therefore, works with actual WLAN frames [8–10].

The research seeks to identify existence of an adversary in a WLAN at the beginning of a frame transmission, so that it can prevent more disruptive attacks an adversary may plan to perform. The research learnt that traffic patterns are unforeseeable and have inherent complexities due to many factors including usage, the operating system, user applications, network prioritisation services, environmental conditions and traffic load of capturing STA [11]. These make this research a good candidate for artificial neural networks (ANN) also commonly known as neural networks (NN). NNs have a very high flexibility and, hence, can analyse incomplete or partial data. However, WLAN traffic and NN parallel processing feature can generate a significant amount of overhead on the monitoring STA, which can affect performance of the monitoring STA, and sometimes can lead to a denial of service (DoS).

In order to classify as a user or attack frame, the research analyses four distinct parameters only. These parameters are sequence number and frame sub-type of a MAC frame; a signal attribute, signal strength indicator (SSI); and statistical information, delta time value. Capturing and processing few parameters have a low impact on the monitoring STA. The preliminary work on selecting these attributes has been published in Ratnayake et al. [12]. The rest of the paper is organised as follows: Sect. 2 reviews the related current work on probing attack detection and prevention using non-intelligent and intelligent methods; Sect. 3 defines the probe request attack detection methodology; Sect. 4 discusses the WLAN organisation, data capturing and preparation methods, NN design, evaluation and results; and Sect. 5 concludes the paper.

2 Literature review

Many researchers have worked in the area of network security looking for possible solutions for intrusion detection, to recognise an adversary attempting to gain access, or have already compromised the computer network [13]. Ratnayake et al. [12] analysed non-intelligent and intelligent wireless intrusion detection systems (WIDS). Non-intelligent methods, also known as conventional methods [2–4, 14–22], lack flexibility to adaptation to environmental changes and therefore become outdated. WLAN security researchers are now moving towards soft-computing techniques [5–7, 23–26]. Some of the popular methods are self-organising maps, artificial immune systems, fuzzy logic and neural models, adaptive neural-fuzzy inference systems and hybrid models. They play a major role in current research due to their capability to overcome many integral weaknesses in conventional intrusion detection systems (IDS) such as adaptability issues, which require frequent updates and high computation power and time. However, soft-computing techniques too suffer from their inherent design weaknesses such as requirement of training data; pre-processing of data, time and computing resources required for training or learning; validation; testing; optimisation and simulation of models.

Further, less consideration is given to the most crucial issue of real-world data collection and real-world application. Training, validating and testing on real data and simulation on real data are very important in the process of bringing the research into real-world applications. Use of existing sample datasets such as KDD Cup ‘99 dataset and SNORT or other sanitised or simulated traffic to develop and test intrusion detection proposals is a popular approach in the current literature. The KDD Cup ‘99 dataset is created by processing the tcpdump portions of the 1998 DARPA IDS evaluation dataset. DARPA normal dataset is a simulated synthetic data, and attack data are generated through scripts and programs. These datasets therefore do not contain information that a real-world dataset consists of [8–10]. SNORT database on the other hand has not been updated since year 2005. These problems also apply to solutions that are based on other sample databases and synthetic or sanitised traffic. Apart from the issues discussed above, traffic generated from test beds also has the issue of limited environmental conditions as data will be collected from a controlled network by simulating traffic. Some solutions identify intrusive behaviours based on the exploration of known vulnerabilities.

Collection and use of real-world traffic also makes the researcher understand the real-world issues that a security administrator may encounter whilst implementing a proposed application. However, real-world data collection can lead to biased data being used for training and testing, as there is no standard approach or guidelines for collecting and using traffic of a real network. Furthermore, as the dataset is unique to each experiment, results cannot compare with other research, unless one implements other methods on the same dataset to compare two methods.

Furthermore, some of the existing studies do not explain how they recognised genuine and attack frames within the training traffic when real-world data are collected [6, 9]. The research assumes that they may have collected attack and normal frames separately, or collect traffic whilst an attacker is available, and analysed manually to label them based on other features.

Many of the existing approaches of intrusion detection have focused on the issues of feature extraction. Selecting input features based on the highest eigenvalue from a limited set of data may lead to losing many important and
sensitive features, which can affect the efficiency and effectiveness of the classifier. Almost no research evaluates the results of a detection model’s performance to different types of scenarios, e.g. when user and attacker(s) at different distances from AP, when only the attacker is present, when there is no attacker, when there is more than one attacker, when there are attackers with similar and different network interface card (NIC) types, and so on. This lack of information can confuse or mislead readers or future researchers, as although their proposals are excellent in technical and practical aspects, they may not reach the outstanding results that other researches may have published using non-challenging traffic.

Further, most of IDSs propose universal solutions to intrusions. This research agrees with Liao et al. [27] who suggest that the existing IDSs pose challenges to the categories that they claim they belong to. Many are extremely complex proposals that are simulated and tested without considering the practical implementation and computing power, they may be required, therefore limited for academic research world as implementation is too complex or expensive. This issue has also been identified by Liao et al. [27].

There is a broad variety of statistical methods used in the literature for measuring the performance of NNs [28, 29]. However, mean squared error (MSE), regression, confusion matrices and operating characteristic (ROC) curve are the most commonly used methods in the field of intrusion detection using NN. In a previous publication, this research implemented a prototype of the proposed design as a function approximation application [12]. Performance is evaluated using linear regression value $R^2$ and MSE. The sensor trained outstandingly producing 98% overall regression, and MSEs 0.0039, 0.0038 and 0.0037 on training, validation and test samples. However, simulation of classifier in eight scenarios with 1,000 frame samples resulted only in an average of 94.5% detection rate. Conventionally, probe request attack detection is a binary classification application where the output can only have two values, 1 (attack) or 0 (no attack). The research in [12] applied standard linear regression and treated the output as if it is binary, classifying any value of 0.5 or above as a ‘1’, and anything below 0.5, as a ‘0’. Although standard linear regression has been applied successfully for classification in the past and in current research applications, statisticians argue that linear regression should not be used for binary classification applications, it violates many assumptions of linear regression [30–32].

3 Probe request attack detection methodology

The process of establishing the IEEE 802.11 association during an active scan is presented in Fig. 1. IEEE standard 802.11 defines three frame types: management, control and data. The management frames set up and maintain communications. The control frames facilitate in the delivery of data. The data frames encapsulate the open system interconnection (OSI) network layer packets. Each frame consists of a MAC header, frame body and a frame check sequence (FCS); however, contents of frames vary depending on the frame type. Probe requests are management frames and can be sent by anyone with a legitimate MAC address, as association with the network is not required at this stage. A typical management frame header comprises of following: a frame control field that defines the type of MAC frame and information to process the frame; a duration field that indicates the remaining time to receive the next frame; address fields that indicate MAC addresses of destination, source and AP; sequence control information to indicate the sequence number and fragment number of each frame. The frame body contains information specific to the frame type and sub-type. FCS contains an IEEE 32-bit cyclic redundancy check (CRC). Another valuable set of information available to attackers as well as researchers is frame statistical details and radio information generated by the STA that is capturing. This information can be retrieved by using packet analysing software such as Wireshark. Some of the commonly used statistical information in the current research is frame arrival time, time delta value (time since the previous packet is captured), time since a referenced frame, frame number, actual packet length, captured packet length and protocols in frame. In Wireshark frame detail, the IEEE 802.11 radio information is available before the start of the IEEE 802.11 header. This contains signal strength, signal quality (noise), modulation type, channel type, data rate, channel number and other useful information for network and security administrators as well as adversaries [1, 5, 33].

Through these detailed studies, it is learned that before an attack, the attacker actively or passively monitors the network to learn vital network information. MAC address spoofing is the next step. It is therefore recognised that any
WIDS should address these initial stages of an attack before moving on to more advance steps. After analysing the previous research work and the progress of IEEE 802.11 sub-committees, it is understood that there is a gap of knowledge to develop a realistic WIDS that could detect probe request attacks on real WLANs. The aim of this research is to provide a flexible, lightweight and low-cost solution that detects an attack during an early stage of the communication with high accuracy and avoid WIDS flaws discussed above.

The research’s scope is to detect an external attacker on a single-frequency band of a single AP WLAN. A high computation power is required for a real-world implementation if a solution is to use the full range of fields of a MAC frame, signal attributes and statistical information. Therefore, the research created a short list of attributes shown in Table 1, after studying the IEEE 802.11 specification [1] and predominantly used attributes/features in previous research on DoS attacks on WLANs [2–11, 14–26]. The research then manually refined the list removing features that attackers can easily change, and features which are redundant and dependent, reducing the features to sequence number and frame sub-type of a MAC frame, signal attribute—signal strength indicator (SSI) and statistical information—delta time value to develop a WIDS.

In summary, a rogue STA cannot practically synchronise with a sequence number pattern from a genuine STA. Some signal attributes can be manipulated using identical NICs and configuring accordingly. However, SSI is a nearly impossible feature to mimic. Frame statistics such as frame arrival time is a reliable attribute that attackers cannot manipulate. Delta time gives time difference between two consecutive frames, which is a reliable attribute commonly used by network administrations to review traffic issues. Frame sub-type is a critical attribute identifying a frame type, but can be manipulated by rogue traffic generators and replay attackers; however, the frame sub-type manipulation can be detected when combined with other 3 features. Additionally, the research performed a proof-of-the-concept experiment [12] using data captured during an attack from a test bed WLAN. This pilot study provided an opportunity to prove the concepts of IEEE 802.11 standard and to validate many unrealistic concepts based on unwarranted theoretical arguments.

A WIDS should be able to capture and analyse frames and detect attacks automatically in a real network that is unpredictable by nature. After considering different intelligent models and their possible realistic and efficient application on the detection of probe request attacks, the research considered to utilise supervised feed-forward NN architecture. Feed-forward NNs are straightforward networks that associate inputs with outputs, sending signals only in one direction with no feedback loops. Therefore, the output does not affect the same layer. Supervised NNs learn from examples. After training or learning, a NN system is able to detect intrusions, deal with varying nature of attacks. NNs are capable of processing nonlinear data. Therefore, data from several sources can be used in a coordinated fashion to detect attacks. NNs do not need to update frequently, as the generalisation feature enables the

<table>
<thead>
<tr>
<th>Attribute/feature</th>
<th>An attacker can imitate a genuine feature</th>
<th>Can replay attacked</th>
<th>Duplicate/dependent on other attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequence number</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Frame type</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Frame sub-type</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Duration</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>SSID</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>FCS</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Supported data rates</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Protocols in frame</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Frame length</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Power management</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Frame arrival time</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Frame relative arrival time</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Delta time</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Frame length captured</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>SSI</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Channel type</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Channel number</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Data rate</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>
NN to detect unknown and variants of known attacks. Moreover, mostly used WLAN cards today have IEEE 802.11 g and n standard, which have a maximum data transfer rates of 54 and 600 Mbps, respectively. Hence, when the number of participating stations in the WLAN increases, the number of frames to be captured and processed by the WIDS also increases. A NN can also handle a large quantity of data and has very high processing capability due to its parallel processing feature [34–36]. These qualities make NNs a good candidate for detecting WLAN attacks, particularly probe request attacks. However, this solution is limited to detect probe request attacks only whilst a real-world network may experience a cocktail of attacks. This solution also cannot prevent probing attacks and cannot detect any adversary not emitting frames.

Following is the summary of methodology applied for data capturing, training, testing and evaluation of NN (Sect. 4) discusses these methods in detail):

- Apply filtering rules and capture sequence number, delta time, SSI and frame sub-type.
- Capture frames from user and spoofed stations.
- Create master input and target vectors.
- Create sub-input and target vectors (folds) for NN fivefold validation.
- Specify 20 hidden neurons and create NNs using each fold.
- Set data division percentages as 70/30 for training and intermediate validation.
- Perform fivefold validation and measure performance using MSE, confusion error and ROC.
- Choose the best performed NN based on confusion error in test phase.
- Simulate trained NN with freshly captured data from the WLAN, which was not used for training the NN or part of the training dataset.
- Analyse performance using classification formulae given in Table 2.

### Table 2: Classification formulae [38–40]

<table>
<thead>
<tr>
<th>Formula</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( TN \text{ coverage} % = \frac{TN}{TN+FP+FN+TP} \times 100 )</td>
<td>(1)</td>
</tr>
<tr>
<td>( FP \text{ coverage} % = \frac{FP}{TN+FP+FN+TP} \times 100 )</td>
<td>(2)</td>
</tr>
<tr>
<td>( FN \text{ coverage} % = \frac{FN}{TN+FP+FN+TP} \times 100 )</td>
<td>(3)</td>
</tr>
<tr>
<td>( TP \text{ coverage} % = \frac{TP}{TN+FP+FN+TP} \times 100 )</td>
<td>(4)</td>
</tr>
<tr>
<td>( TP \text{ rate} % = \frac{TP}{TN+FP+FN+TP} \times 100 )</td>
<td>(5)</td>
</tr>
<tr>
<td>( TN \text{ rate} % = \frac{TN}{TN+FP+FN+TP} \times 100 )</td>
<td>(6)</td>
</tr>
<tr>
<td>( FP \text{ rate} % = \frac{FP}{TN+FP+FN+TP} \times 100 )</td>
<td>(7)</td>
</tr>
<tr>
<td>( FN \text{ rate} % = \frac{FN}{TN+FP+FN+TP} \times 100 )</td>
<td>(8)</td>
</tr>
<tr>
<td>+ve Prediction precision % = \frac{TP}{TP+FP} \times 100 )</td>
<td>(9)</td>
</tr>
<tr>
<td>–ve Prediction precision % = \frac{TN}{TN+FN} \times 100 )</td>
<td>(10)</td>
</tr>
<tr>
<td>Accuracy % = \frac{TN+TP}{TN+FP+FN+TP} \times 100 )</td>
<td>(11)</td>
</tr>
<tr>
<td>Confusion % = \frac{FP+FN}{TN+FP+FN+TP} \times 100 )</td>
<td>(12)</td>
</tr>
</tbody>
</table>

### 4 Probe request attack classifier design and evaluation

#### 4.1 WLAN data capture and preparation

A wireless network with 8 user stations is utilised to capture delta time value, sequence number, received signal strength and frame sub-type of the packets transmitted between an AP, users and attackers (Fig. 2).

- AP is a Netgear DG834GT router with MAC address 00:0f:b5:1a:23:82. It is configured with WPA2-PSK enabled controlled access list (CAL), so that only the computers with the listed MAC addresses and network key could access the network resources. AP does not respond to computers with MAC addresses not listed in the CAL. Computers without a network key cannot associate with the AP. However, as shown in Fig. 1, AP replies with probe responses and authentication responses.
- The user station Test1-PC is a DELL Inspiration 510 M laptop with an Intel® Pentium® 1.6 2 GHz microprocessor and 1 MB of random access memory (RAM), with Microsoft Windows XP operating system. Communicates with AP using Intel(R) PRO/WLAN 2100 mini PCI NIC with MAC address 00:0c:f1:5b:dd:b3. Microsoft Office 2007 is the main application software used. IE/Firefox, AVG, Skype, TeamViewer, are some of the other software that are being used.
- Attacker Test2-PC is a Toshiba Satellite Pro laptop with an Intel® Pentium® M 740 (2 GHz) microprocessor and 1.9 gigabytes of RAM, with Microsoft Windows XP. This attacker is spoofed using a commercially available spoofing tool, SMAC 2.0. SMAC 2.0 changes MAC addresses in Microsoft Windows systems, regardless of whether the manufacturers allow this option or not.
- The capturing/monitoring station Test3-PC is a Toshiba Satellite Pro laptop with an Intel® Pentium® M 740 (2 GHz) microprocessor and 1.9 gigabytes of RAM, with BackTrack4 OS. An external network adaptor, Realtek RTL8187 Wireless 802.11 b/g, 54 megabytes, Wireless Universal Serial Bus (USB) 2.0 packet scheduler/mini adaptor, facilitated the monitoring station to be configured to monitor/promiscuous mode in...
BackTrack environment, so that it receives and reads all data packets transmitted using Wireshark. NIC in promiscuous mode does not emit any frames. Monitoring is restricted to IEEE 802.11 WLAN channel number 11—2,462 MHz due to heavy frame loss experienced when capturing on all channels. Therefore, monitoring statistics for STA’s behaviour on the entire bandwidth is unavailable.

The research devised a novel method for capturing data. The research captured frames from user and attacker separately and joined them to create sample training and testing datasets as follows: Data capture is performed in two phases. During the first phase (phase_1), genuine frames are captured from user Test1-PC. The user is asked to note the tasks performed during a specific time period. During this period, the User Test1-PC accessed Internet to browse information, download software, watch a live television channel, listen to a live radio channel and check/send emails. Second phase of the capture started immediately after the first phase. During the second phase (phase_2), the Test1-PC is kept offline. Attacker Test2-PC with its spoofed MAC address is made to send a flood of probe request frames to the AP and made few network key guessing attempts. Both user and attacker performed startup and shutdown procedures, network scans, network connect and disconnect, and NIC repair (Table 3).

Preliminary checks have been performed to determine that other attackers are not present during the capturing period. A normal Wireshark capture consists of all frames that are received by the NIC of the capturing station. Each frame contains a combination of MAC frame, radio and statistical data. Therefore, filtering rules are applied to

A(a) Filter all frames with source address (wlan.sa) 00:0c:f1:5b:dd:b3
A(b) Filter delta time (frame.time_delta), sequence number (wlan.seq), SSI (radiotap.dbm_antsignal) and frame sub-type (wlan.fc.subtype) of each frame

Phases 1 and 2 consisted of 157,060 and 19,570 frames, respectively.

4.2 NN classifier training and evaluation

In order to detect probe request attacks, a supervised feed-forward NN with 4 input neurons (deltaTime, sequence-Number, signalStrength and frameSubtype), 1 hidden layer with 20 neurons and an output neuron that determines genuine frames (0) from rogue frames (1) is implemented using MATLAB technical computing language. There are many conventional and modern theories and practices one can implement when determining the number of hidden neurons and layers [37]. A single layer is selected to reduce the complexity of the NN. The research trained the sample dataset with 1–50, step 5, neurons and identified the NN with 20 neurons is the best-performing NN based on MSE and convergence time. The network is trained using scaled conjugate gradient (trainscg) back-propagation function. This function is memory efficient and converges slowly.

During training, the NN updates weight and bias values according to the following training parameters: maximum
number of epochs = 100, MSE goal = 0, maximum time to train = infinity, minimum performance gradient = 1e − 6, maximum validation failures = 5, second derivative approximation value = 5.0e − 5, parameter for regulating the indefiniteness of the Hessian = 5.0e − 7. It uses tan-sigmoid transfer function in both hidden and output layers as it scales the output values from zero to one.

One of the most common performance measurement methods in use for evaluating a NN designed for classification is MSE. MSE is the average squared error between the NN’s output and the target value of a complete data sample. MSE = 0 means no errors. Values closer to 0 are better. This research uses the MSE to evaluate and compare how the NN has learned the training data. After training, testing dataset is passed through the classification system. However, MSE does not give a clear picture of how a model classified its frames. A basic confusion matrix gives sums of correct and incorrect classifications based on true positive (TP), true negative (TN), false positive (FP) and false negative (FN). These results can be further explained using formulae such as TP, FP, FN and TN coverage, and rate percentages, positive and negative prediction precision percentages, accuracy and confusion presented in Table 2.

A series of FP and TP pairs plots a ROC. A ROC is a visual tool to recognise the positive and negative samples.
that are incorrectly identified. When (0.1), the FP = 0 and
TP = 1, which indicates a perfect predictor. Therefore, the
more each curve hugs the left and top edges of the graph,
the better the prediction. The area beneath the curve can be
used as a measure of accuracy. ROC also encapsulates all
the information presented in a confusion matrix and
therefore commonly used by the researchers to show the
consistency of results [38, 41, 42].

However, a model’s performance can be misleading due
to over-fitting, which generally occurs when the model
training is not evaluated during the training process. Over-
fit models do not perform well on unseen data. Typi-
cally, over-fitted models can be recognised from smaller
training confusion and larger testing confusion. This issue
is addressed by means of intermediate validation during
training. Self-consistency and cross-validation are among
several methods of estimating how well a trained model
will perform with unseen data, and detect and prevent over-
fitting of the model. Self-consistency is a method to eval-
uate the model’s performance with seen data. In self-con-
sistency test method, frames from phase_2 append to the
frames from phase_1 to use as the data sample (FoldAll),
and complete dataset (176,630 frames) is utilised for
training (70 %) and validation (30 %) phase. Therefore,
there is no wastage of training data. During the test phase,
the complete dataset (176,630 frames) is reused. However,
as the parameters of the NN are obtained from the training
data set, error rate can be underestimated leading to a high
accuracy rate. Self-consistency test method does not
require much computation as training, validation and test-
ing are executed only once [43, 44].

In order to minimise bias present within the random
sampling of the data samples, K-fold cross-validation
methodology is used. Here, the original sample is partitioned
into k sub-samples. Then, the results from each fold
are averaged to generate a single estimation. Tenfold cross-
validation is most commonly used to reduce the wastage of
data in circumstances where there is a limited set of data.
However, when larger numbers of folds are applied to a
high data volume, it requires extra computations and pro-
cessing and is time-consuming [45]. As this research has a
large quantity of data, it is decided to use fivefold cross-
validation. The frames of phase_1 and phase_2 are divided
into 5 equal segments, as shown in Table 4 and labelled as
rogue or genuine, for the fivefold cross-validation.
The cross-validation process is repeated 5 times. Each of the
5 sub-samples is used only once as the validation data,
and each time a single sub-sample is retained to test the
model, whilst remaining 4 sub-samples are used as training
data. The system randomly divides the data sample and
uses 70 % of the data to train the network and 30 % for
validation. The MSES of self-consistency (FoldAll) and
Fold1 to Fold5 test are shown in Table 5.

Table 5 shows in a nutshell that the results are very
much similar in every test. However, to understand and
analyse the behaviours of MSE and confusion errors of
cross-validation and self-consistency test, Figs. 3 and 4 are
produced. In Fig. 4, Fold1 shows the best MSEs 0.0022 and
0.0018 for training and validation, respectively. However,
Fold1 test records the worst MSE 0.0167. Further, it shows
that Fold1 significantly deviates from the rest of the folds.
The worst MSE during training is generated by Fold5.
Fold4 shows the worst MSE during validation and best
MSE during test. Further, it also shows that MSES of test
are higher than the training and validation in Fold1 and
Fold2, which indicates an over-fit. Figure 4 shows that the
confusion percentages of the classifiers are extremely low,
resulting in an accuracy rate ranging from 98.19 to
99.88 % during training, validation and test. Fold1 shows
the lowest confusion rates 0.22 and 0.19 % for training and
validation, respectively. However, Fold1 test records the
highest confusion 1.81 %. Further, it shows that Fold1
relatively significantly deviates from the rest of the folds.
The highest confusion during training is 0.59 %, generated
in Fold5. The highest confusion during validation is gen-
erated in Fold4. The least confusion during test is 0.12,
produced in Fold4. Further, it also shows that confusions of
tests are higher than the training and validation in Fold1
and Fold2. Both MSE and confusion values of self-con-
sistency test have a clear least deviation among training,
validation and test results: self-consistency test reports
MSES as 0.0043, 0.0045, 0.0043 (Fig. 3) and confusions, as
0.47, 0.50, and 0.47 % (Fig. 4). The ROC curves in Fig. 5
are a graphical representation of sensitivity and specificity.
It also visually summarises the results of fivefold cross-
validation (Fold1–Fold5) tests and self-consistency test
(FoldAll) presented in the confusion matrix. Figure 6 is a
cross-section of Fig. 5. In the graph, all curves hug the left
and top edges of the plot, which proves that the trained
NNs are nearly perfect predictors. Further, the area beneath
the curves also shows a high measure of accuracy.

In summary, Fold1 and Fold2 have a risk of overfitting,
as its test confusion is greater than the validation confu-
sion. From the remaining Folds3–5, Fold4 with test con-
fusion rate 0.12 % has the least confusion, therefore
becomes the best-performing model. Therefore, Fold4
qualifies to simulate with unseen data. The information in
Table 6 is obtained by applying TP, TN, FP and FN results
attained from the Fold4 test phase to classification formu-
lae in Table 2.

The overall analysis of these results in Table 6 shows
that there are no major deviations in results that is gener-
alised, when calculating confusion or accuracy. The con-
fusion percentage is extremely low, resulting in an
accuracy rate of 98.5 % on unseen test dataset. This indi-
cates that the classifier’s performance is nearly perfect.
Furthermore, high sensitivity and specificity rates prove the robustness and stability of the NN model. The Fold4 ROC presented in Figs. 5 and 6 hugs the left and top edges of the plot, graphically proves the consistency of the NN and the area beneath the curve illustrates high measure of accuracy.

### Table 4 Data segmentation method

<table>
<thead>
<tr>
<th>Data segments (k + y)</th>
<th>Genuine frames from normal user (Phase_1)</th>
<th>Rogue frames from attacker (Phase_2)</th>
<th>Running total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Start</td>
<td>End</td>
<td>Start</td>
</tr>
<tr>
<td>k1 + y1</td>
<td>0</td>
<td>31,412</td>
<td>0</td>
</tr>
<tr>
<td>k2 + y2</td>
<td>31,413</td>
<td>62,824</td>
<td>3,915</td>
</tr>
<tr>
<td>k3 + y3</td>
<td>62,825</td>
<td>94,236</td>
<td>7,829</td>
</tr>
<tr>
<td>k4 + y4</td>
<td>94,237</td>
<td>125,648</td>
<td>11,743</td>
</tr>
<tr>
<td>k5 + y5</td>
<td>125,649</td>
<td>157,060</td>
<td>15,657</td>
</tr>
</tbody>
</table>

### Table 5 MSE and confusion errors of self-consistency and fivefold validation

<table>
<thead>
<tr>
<th>Description</th>
<th>FoldAll</th>
<th>Fold1</th>
<th>Fold2</th>
<th>Fold3</th>
<th>Fold4</th>
<th>Fold5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train sample</td>
<td>1.2,3,4,5</td>
<td>1.2,3,4</td>
<td>2.3,4,5</td>
<td>3.4,5,1</td>
<td>4.5,1,2</td>
<td>5.1,2,3</td>
</tr>
<tr>
<td>Test sample</td>
<td>1.2,3,4,5</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>MSE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training</td>
<td>0.0043</td>
<td>0.0022&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.0039</td>
<td>0.0044</td>
<td>0.0051</td>
<td>0.0053&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Validation</td>
<td>0.0045</td>
<td>0.0018&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.0045</td>
<td>0.0045</td>
<td>0.0052&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.0049</td>
</tr>
<tr>
<td>Test</td>
<td>0.0043</td>
<td>0.0167&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.0058</td>
<td>0.0018</td>
<td>0.0012&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.0014</td>
</tr>
<tr>
<td>Confusion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training (%)</td>
<td>0.47</td>
<td>0.22&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.42</td>
<td>0.49</td>
<td>0.56</td>
<td>0.59&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Validation (%)</td>
<td>0.50</td>
<td>0.19&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.49</td>
<td>0.50</td>
<td>0.58&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.54</td>
</tr>
<tr>
<td>Test (%)</td>
<td>0.47</td>
<td>1.81&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.68</td>
<td>0.18</td>
<td>0.12&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.13</td>
</tr>
</tbody>
</table>

<sup>a</sup> Lowest value  
<sup>b</sup> Highest value

Fig. 3 MSEs of cross-validation and self-consistency tests

Fig. 4 Confusions of cross-validation and self-consistency tests

Fig. 5 ROC curves of Fold1 to Fold5 and self-consistency tests

To understand the results in Tables 5 and 6, and in Figs. 3, 4, 5 and 6, the user and attacker activities during the capturing period presented in Table 3 are analysed with data segments used for NN training, validation and testing (Table 4). Fold5 uses data segments 1, 2, 4 and 5 to train the network and leaves segment 3 to test the network. The analysis in Table 3 indicates that the training sample with segments 1, 2, 4 and 5 is diverse. It also shows that trained NN performs considerably well with unseen data.
4.3 Simulation results and discussion

4.3.1 Detection rate of known and unknown attacks

This research refers the NetStumbler attack frames that the NN is trained with as known attacks. Unknown attacks are frames generated from software that were not used for training the NN. The results of simulations 34, 36–38 show that the NN has detected between 99.66 and 100 % of known NetStumbler attacks. The results of simulation 40

Frames are captured using the capturing STA Test3-PC. Capturing sessions varied to collect adequate number of frames, approximately 3,000 frames per session. Traffic captured from user STAs is normal uncontrolled traffic. However, the research generated the probe request attacks using NetStumbler and Linux network scanning tool. Trained NN is simulated using the pre-defined scenarios as shown in Table 7. Frames are captured by using Wireshark capturing software with same filtering rules, A(a) and A(b), when capturing training data. Data are captured in numerical form. Therefore, no conversion is needed.

Figure 7 shows security administrator’s probe request attack monitoring screen. The system tabulates classifier’s output values against frame numbers. Output bounds are (0,1). Ideally, the output value should be zero, which means ‘no attack’. There are many schools of thought as to how one classifies a frame into an attack or genuine class. This research uses the most common method, that is, frames with output neuron value equal or higher than 0.5 are classified as attack or positive frames (1), whilst others are classified as genuine or negative frames (0). However, in real-world situations, security administrators can set the threshold value depending on the degree of sensitivity required. A real-world application also can provide more information on the screen such as the MAC address, time and other statistics. However, this research cannot verify the accuracy of the detection system from Fig 7. Therefore, result validation requires comparing the actual results with expected results.

The Fig. 8 tabulates the squared difference between the expected value (target) and the actual result (output) of each frame of the complete dataset, and produces an error value scaled from zero to one. A frame’s error = zero means ‘no error’, that frame is correctly classified. The MSE of the dataset is 0.034262, which is a value very close to zero that is statistically a good performance. This also generates 4.1 % overall confusion resulting 95.9 % of overall accuracy from the 10 simulation samples used in Table 7. The individual simulation results of pre-defined scenarios shown in Table 7 are tabulated in Table 8.

Following is the interpretation of the results of Table 8.

USB 2.0 Adapter. This attacker is spoofed using macchanger spoofing tool.

<table>
<thead>
<tr>
<th>Description</th>
<th>Fold4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training data segments (ky)</td>
<td>4,5,1,2</td>
</tr>
<tr>
<td>Test data segment</td>
<td>3</td>
</tr>
<tr>
<td>Testing sample</td>
<td>35,326</td>
</tr>
<tr>
<td>TP</td>
<td>3,892</td>
</tr>
<tr>
<td>TN</td>
<td>31,393</td>
</tr>
<tr>
<td>FP</td>
<td>19</td>
</tr>
<tr>
<td>FN</td>
<td>22</td>
</tr>
<tr>
<td>TP coverage</td>
<td>11.02 %</td>
</tr>
<tr>
<td>TN coverage</td>
<td>88.87 %</td>
</tr>
<tr>
<td>FP coverage</td>
<td>0.05 %</td>
</tr>
<tr>
<td>FN coverage</td>
<td>0.06 %</td>
</tr>
<tr>
<td>Sensitivity TP</td>
<td>99.44 %</td>
</tr>
<tr>
<td>Specificity TN</td>
<td>99.94 %</td>
</tr>
<tr>
<td>FP</td>
<td>0.06 %</td>
</tr>
<tr>
<td>FN</td>
<td>0.56 %</td>
</tr>
<tr>
<td>Positive prediction precision</td>
<td>99.51 %</td>
</tr>
<tr>
<td>Negative prediction precision</td>
<td>99.93 %</td>
</tr>
<tr>
<td>Accuracy</td>
<td>99.88 %</td>
</tr>
<tr>
<td>Confusion</td>
<td>0.12 %</td>
</tr>
</tbody>
</table>

Fig. 6 A cross-section of ROC curves
show that NN has detected 95.89% of unknown Linux network scanning tool attacks. The accuracy of trained NN was 99.88% (Table 6). Therefore, whilst the detection rates of known attacks (sim34, 36–38) are 99.5, 100, 100 and 100%, respectively, the detection of unknown attacks shows 4.11% reduction.

4.3.2 Effect of the movement of an attacker and a user

It was observed that when the NetStumbler attacker was at a general distance or far away location within the signal range, the detection rate was 99.66–100% (sim34 and 36). When the NetStumbler attacker was at the same locations as the user, the detection rate was only 72.91% (sim35). However, it is a nearly impossible scenario in a non-public WLAN. The results of sim39 showed that the detection rate reduces when user moves away from the signal range. When the captured data are analysed, it is observed that when a genuine user scans a network excessively, it can raise a false alarm, because it generates unusually a large number of probe requests. This can occur due to an ill-configured WLAN card, weak signal strength or as in this case, user deliberately scanning the network. However, user’s mobility within the signal range does not affect the detection rate very much, and therefore, this solution enables the WLAN users to change their location of work in contrast to some experiments that required user stations to be static.

4.3.3 Effect of the user and an attacker’s presence at the same time

The NN was simulated (sim41) using a random combination of data used for sim31 and sim34, which is an unseen dataset from user and attacker using NetStumbler (known attack). In this scenario, sensitivity and specificity of the scenario was 98.18 and 99.66%, respectively, which was similar to sensitivity and specificity of sim31 and sim34. However, there is a reduction in positive prediction rate from 100 to 96.58% and negative prediction rate from 100 to 99.82% in sim41. Further, it reports a 1.31% of...
enables security administrators to train the NN manually, which is labour-intensive. The proposed solution frames from real-world traffic for NN training is conducted from a rogue one. Currently, identifying genuine and rogue delta time, sequence number, signal strength and frame NN classifier analyses four distinct parameters such as STA using a NN classifier. The supervised feed-forward request attacks by analysing real WLAN traffic frames of a This experimental study is carried out to detect probe 

<table>
<thead>
<tr>
<th>Description</th>
<th>Sim31</th>
<th>Sim39</th>
<th>Sim34</th>
<th>Sim35</th>
<th>Sim36</th>
<th>Sim37</th>
<th>Sim38</th>
<th>Sim40</th>
<th>Sim41</th>
<th>Sim42</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complete sample</td>
<td>5,782</td>
<td>3,595</td>
<td>2,975</td>
<td>2,905</td>
<td>2,837</td>
<td>2,026</td>
<td>3,088</td>
<td>3,045</td>
<td>8,827</td>
<td>8,757</td>
</tr>
<tr>
<td>TP</td>
<td>0</td>
<td>0</td>
<td>2,965</td>
<td>2,118</td>
<td>2,837</td>
<td>2,026</td>
<td>3,088</td>
<td>2,920</td>
<td>2,965</td>
<td>2,920</td>
</tr>
<tr>
<td>TN</td>
<td>5,677</td>
<td>3,180</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5,677</td>
<td>5,677</td>
</tr>
<tr>
<td>FP</td>
<td>105</td>
<td>415</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>105</td>
<td>105</td>
</tr>
<tr>
<td>FN</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>787</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>125</td>
<td>10</td>
<td>125</td>
</tr>
<tr>
<td>TP coverage (%)</td>
<td>0.00</td>
<td>0.00</td>
<td>99.66</td>
<td>72.91</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>95.89</td>
<td>33.86</td>
<td>33.08</td>
</tr>
<tr>
<td>TN coverage (%)</td>
<td>98.18</td>
<td>88.46</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>64.83</td>
<td>64.31</td>
</tr>
<tr>
<td>FP coverage (%)</td>
<td>1.82</td>
<td>11.54</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.20</td>
<td>1.19</td>
</tr>
<tr>
<td>FN coverage (%)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.34</td>
<td>27.09</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>4.11</td>
<td>0.11</td>
<td>1.42</td>
</tr>
<tr>
<td>Sensitivity TP (%)</td>
<td>NaN</td>
<td>NaN</td>
<td>99.66</td>
<td>72.91</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>95.89</td>
<td>99.66</td>
<td>95.89</td>
</tr>
<tr>
<td>Specificity TN (%)</td>
<td>98.18</td>
<td>88.46</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>98.18</td>
<td>98.18</td>
</tr>
<tr>
<td>False +ve discovery rate (%)</td>
<td>1.82</td>
<td>11.54</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>1.82</td>
<td>1.82</td>
</tr>
<tr>
<td>False –ve discovery rate (%)</td>
<td>NaN</td>
<td>NaN</td>
<td>0.34</td>
<td>27.09</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>4.11</td>
<td>0.34</td>
<td>4.11</td>
</tr>
<tr>
<td>+ve Prediction precision (%)</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>96.58</td>
<td>96.53</td>
</tr>
<tr>
<td>–ve Prediction precision (%)</td>
<td>100.00</td>
<td>100.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>4.11</td>
<td>0.34</td>
<td>4.11</td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>98.18</td>
<td>88.46</td>
<td>99.66</td>
<td>72.91</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>95.89</td>
<td>99.66</td>
<td>97.39</td>
</tr>
<tr>
<td>Confusion (%)</td>
<td>1.82</td>
<td>11.54</td>
<td>0.34</td>
<td>27.09</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>4.11</td>
<td>1.31</td>
<td>2.61</td>
</tr>
</tbody>
</table>

Some formulae generate NaN values when either user or attack frames are presented for calculations where calculations require both user and attack frames.

5 Conclusion

This experimental study is carried out to detect probe request attacks by analysing real WLAN traffic frames of a STA using a NN classifier. The supervised feed-forward NN classifier analyses four distinct parameters such as delta time, sequence number, signal strength and frame sub-type, and identify and differentiate a genuine frame from a rogue one. Currently, identifying genuine and rogue frames from real-world traffic for NN training is conducted manually, which is labour-intensive. The proposed solution enables security administrators to train the NN with a diverse combination of separately captured genuine user data and rogue attacker data when necessary. The experimental results demonstrate that the NN model can detect probe request attacks to a very high degree. The proposed solution detects an attack during an early stage of the communication. The solution also works when network prioritisation services like quality of service (QoS) is enabled and works well when the genuine user is offline. Furthermore, although the detection rates slightly drop when STAs move to boundaries of the network, the solution does not limit the genuine STA’s movement within the network. Monitoring only delta time, sequence number, signal strength indicator and frame sub-type considerably reduces the overhead of the monitoring machine, whilst producing the expected results as all four fields are nearly impossible to manipulate at any one time. Therefore, this is an efficient, lightweight and low-cost solution, compared to solutions currently available, which needs capturing and processing STAs with high computing power. Furthermore, this may also ease the housekeeping of training data, as administrators can remove unnecessary parts of training data easily and add new training data without having to recapture already available data in circumstances such as replacing or upgrading a STA. This research, by design, is limited to a single-frequency band of a single AP WLAN and can only detect an external attacker. However, the applicability of this research can be improved including features relevant to channel and AP. More research has to be done to improve detection rates when STAs are very
close to the AP and far away from APs, and to understand the issues of updating the NN with new attack types and user scenarios.
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