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ABSTRACT 

Microwave Induced Plasmas. 

P.E.Burke. 

In a microwave induced plasma (MIP) generated in 
argon under atmospheric pressure using slab-line and 
TM 10 cavities, the electron density (Ne ), excitation 
an8 rotational temperatures, detection limit and matrix 
factor for nine elements and microwave impedance have 
been determined for a range of operation conditions. 

Simultaneous measurement of N· and microwave 
impedance in a dry argon MIP provide little evidence 
of a link between these two parameters in the slab­
line cavity. 

Two 'analytical' MIP's incorporating sample 
aerosol introduction have been used with the slab-line 
cavity. _qne being supported on an argon flowrate of 
0.1 1 min using a Babing!qn nebulizer, the other 
on a flowrate of 1.0 1 min using a crossflow nebulizer. 
The crossflow nebulizer was also used for an analytical 
MIP generated in a TM 010 cavity. 

Detection limits obtained for both analytical MIP's 
in the slab-line cavity were sim~1ar for the analytes 
used. In general, with 1 mg ml K added, it has 
been note~lthat analyte signal was suppressed in the 
1.0 1 min_

1 
MIP, whereas enhancement occurred in the 

0.1 1 min MI? This was found to correlate with an 
increase and reduction r~spectively in N , the effect 
being attributed to slight positional ch~nges of MIP. 

Detection limits in the analytical ~I? generated 
in the TM 010 cavity were poorer than those found for 
the slab-Ilne cavity, due mainly to lower signal to 
background ratios. 

Spectroscopic measurement of N , excitation and 
rotational temperatures demonstrate~ a lack of LTE 
in any of the MIP's investigated. However pLTE may 
exist in certain parts of the analytical MIP generated 
in the slab-line cavity. In the dry argon MIP and at 
the optimum viewing zone used for spectrochemical 
analysis in all analytical ~IP's, pLTE is unlikely and 
a collisional-radiative model may be more a?propriate. 
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Chapter 10 The MIP Used For Spectrochemical Analysis. 

1.1 Introduction. 

In recent years there has been a considerable amount 

of interest shown by analytical chemists in various types 

of gaseous plasmas as atomic excitation sources for use 

in spectrochemical analysis. This interest has 

undoubtedly been spurred by the growing demand there has 

been for accurate, sensitive and practical methods of 

analysing the constituents of a range of sample materials 

from industry, medicine and the natural environment. 

This demand has meant that plasma excitation sources have 

rapidly progressed from the experimental equipment of the 

physics laboratory to the commercial equipment found in 

analytical laboratories allover the world. A good 

example of this rapid progress is the inductively coupled 

plasma (ICP) which, from the early experiments of 

Greenfield et aI, 1964 (1) when it's potential was first 

realised, has evolved into an extremely sensitive 

analytical tool capable of detection of most of the 

elements in the periodic table at low concentrations and 

in a variety of difficult chemical matrices. The 

conventional ICP is now regarded by many as the standard 

atomic emission source used in the spectrochemical analysis 

of solutions. This is probably due to the continued 

efforts of two research groups, that led by V.A.Fassel of 

the Ames Laboratory, Iowa, USA and the other by P.W.J.M. 

Boumans of the Philips Research Laboratory, Eindhoven, 

Netherlands. 

The microwave induced plasma (MIP) has not developed 

at the same pace as the ICP but does offer distinct 

advantages in certain areas. The MIP may be operated 

at much lower gas flowrates and input powers than the 

Iep. Conventional ICP's typically operate at gas 
-1 flowrates up to 20 1 min and RF input powers up to 2 kW 

whereas the MIP may be operated at a gas flowrate of as 

little as 0.1 1 min- 1 and 100 W of input power. 

12 



Like the rep, argon has been the most popular 

choice of plasma gas for the MIP but other gases have 

been used, partly to identify plasma which provide more 

efficient excitation of analyte spectra and partly to 

reduce running costs. Beenakker, 1976 (2) suggested 

that an atmospheric pressure MIP operated in helium 

gave significantly better detection limits for certain 

elements compared to the argon MIP described by 

Dagnall et aI, 1972 (3). A reduction in operating 

costs has been proposed by Deutsch and Hieftje, 1984 (4) 

for ~n MIP operated in nitrogen compared to an argon MIP 

although any savings would presumably be minimal 

considering the typically low gas consumption requirements 

of the MIP. Also, the intense molecular spectra 

emitted by such an f-1IP precludes the use of certain parts 

of the spectrum to avoid interference with analyte 

spectral lines. More significant reductions in 

operating costs might be expected from the nitrogen Iep 

described by Barnes et al, 1984 (5) compared to a 

conventional argon Iep. 

The importance of these unfavourable comparisons 

between the Iep and the MIP cannot be over-emphasized 

in light of the recent develo~ment of the low flowrate 

Iep, which is a direct consequence of the high gas and 

power consumption requirements of the conventional Iep. 

Initial experiments using a normal size Iep torch, 

Allemand and Barnes, 1977 (6) succeeded in reduc±~gl 

gas consumption by a half. Greater reductions in gas 

flow and input power have been achieved by the 

minaturization of the Iep torch and modifications to the 

RF induction coil and power supply. Kornblum et aI, 

1979 (7) operated an Iep on a total argon flowrate of 

2 1 min- 1 although rather poor detection limits were 

reported. The high gas consumption of the conventional 

Iep is primarily due to the cooling function of the 

outer gas flow, which if reduced without some other 

13 



provision for cooling being made, results in melting of 

the torch. FUrther developments of the low flow.lep 

have therefore concentrated on alternative means of 

cooling the torch. Kawaguchi et aI, 1980 (8) have used 

a water cooled torch to operate an argon Iep at a total 

flowrate of 5 1 min-1 whereas Ripson et aI, 1982 (9) 

have operated an argon rep at 0.85 1 min-1 using a torch 

cooled by forced air. 

There would always appear to have been a strong 

desire to view the MIP as a Itminature Iep" and in 

attempting to fulfill this desire we probably find the 

main reason why development of the MIP has lagged behind 

the Iep, namely the problems encountered when using 

direct sample aerosol introduction. The MIP is not 

particularly tolerant to large amounts of introduced 

water vapour and in many instances where the MIP has been 

used for the analysis of sample materials, these problems 

have been avoided by using a dry sample introduction 

technique. Beenakker et aI, 1980 (10) used an electro­

thermal atomizer (ETA) to introduce sample into a helium 

MIP and found this particularly successful in the 

determination of halogen compounds. Where an Iep type 

nebulizer has been used many experimenters, eg. Fallgatter 

et aI, 1971 (11) have been forced to use some kind of 

aerosol desolvation apparatus to remove the majority of 

the water vapour prior to entering the plasma. However 

there are drawbacks involved with using desolvation 

apparatus, e.g.the~memory effect, described by Boumans 

and de Boer, 1972 (12) which do not make this an 

attractive proposition for routine laboratory sample 

analysis. 

An alternative to the MIP and Iep which will be 

considered in this thesis is the capacitively-coupled 

microwave plasma (eMP). The eMP described by Feuerbacher, 

1981 (13) shares many common features with the MIP but 

instead of being confined within a discharge tube the 

plasma is formed in free air. The relative merits of 

this alternative spectroscopic source will be discussed 

in chapter 6. 

14 



The aim of t h e researc h reported in th i s t hesi s was 

to undertake a study of the fundamental physical pro perties 

of the atmospheric pressure argon MIP and to investigate 

their dependence on operating parameters, e.g. gas flo w­

rate, microwave input power and plasma constituents. 

Relative spectral line intensity measurements have 

been made to determine argon and iron excitation tempera­

tures, TEXC and an OH molecular rotational temperature, 

TROT. The Stark broadened H~ spectral line has been 

measured to determine the electron density, Ne (chapter 5). 

For the dry argon MIP, the plasma impedance, ZL has 

been determined ~from measurements on the standing wave set 

up on the transmission line connecting the microwave 

cavity to the generator (chapter 4). 

Initial studies were made on an MIP produced using 

dry argon from an industrial cylinder but a further 

requirement was the development of a sample introduction 

system using a pneumatic nebulizer for the introduction 

of sample solutions into the plasma. This sample 

introduction system (chapter 6) was to function at the 

low plasma gas flowrates, less than 1 1 min- i , at which 

the ~IP is capable of being sustained. 

Further to this development, the spectrochemical 

performance of this 'Analytical' MIP with sample introduc­

tion system was to be assessed, related to the plasma's 

fundament a l physical properties and compared to the 

analytical performance of the competi ng techniques of 

ICP and CMP. 

Recent reviews of the MIP published in t h e literature 

e.g. Zander and Hieftje, 1981 (14) and Carnahan, 1983 (15) 

describe the current status of the MIP as an analytical 

t oo l . Al ~c .i!11 ".t h i s : yb~ic' te, '? 1.9 19 '" .(·1 6 ~. i nt u(i 
-~ ........ -

he .. d pm . '. ox th~ 

n i 

!rh yrevi e~ . pr ed.h her 

~e e n t dev~ a d e sr e f t h e " I ~ es on 

h o s bave be n f o und to be important in this ork o 

A review of the microwave cavities common l y used to 

generate both atmospheric and reduced pressure MI P 's is 

deferred until c hapter 2. 
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1.2 Sample Introduction Techniques. 

There are a great variety of sample introduction 

techniques which have been used with the MIP, the most 

widespread of which has probably been the gas 

chromatograph, see e.g. Beenakker, 1977 (17). Apart 

from gas chromatography a popular method of sample 

introduction into the MIP has been to use a nebulizer, 

coupled to a spray chamber and feeding into the plasma 

often via some type of desolvation apparatus (figure 1.1 ). 

The following section will concentrate on this and 

associated techniques since a nebulizer has been used in 

this work. 

The use of a nebulizer, especially a pneumatic type 

coupled to a spray chamber is undoubtably the most 

popular method of sample introduction used with the Iep. 

Therefore much of the development of this method was 

originally done on the Iep and with the arrival of 

commercially available Iep equipment, much of the hardware 

used for the MIP has been copied or borrowed. This is 

not unreasonable since the two plasma systems are 

fundamentally similar although the operational differences 

between them often require modifications to the individual 

parts of the sample introduction system. 
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1.2.1 Pneumatic Nebulizers. 

The three types of pneumatic nebulizer normally 

used are. 

i) Crossflow Nebulizer. 

The crossflow nebulizer was first described in it's 

modern form by Valente and Schrenk, 1970 (18) for 

introducing samples into a DC plasma used for solution 

analysis. Kniseley et al, 1974 (19) improved on this 

design by using stainless steel capillary tubes to 

resist attack from the chemicals used in spectrochemistry. 

The crossflow nebulizer (figure 1.2a), operated at a gas 

flowrate of 1 1 min-1 is used in the commercial Philips 

PV 8490 Iep plasma source unit and has also been used in 

a number of MIP sample introduction systems, Beenakker et aI, 

1978 (20). 

ii) Concentric Nebulizer 

The concentric nebulizer, described by Veillon and 

Margoshes, 1968 (21) is similar to the type widely used 

in modern atomic absorption (AA) spectrometers. However 

such AA nebulizers typically operate at gas flowrates of 

5 1 min-1 which is unnecessarily high for most MIP's. 

A commercial ICP concentric nebulizer (figure 1.2b) as 

described by Meinhard, 1978 (22) and operating at a gas 
. -1 d 1 flowrate of 1 1 m1n has however, been use for samp e 

aerosol introduction into the toroidal MIP described 

by Kollotzek et al, 1984 (23). 
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iii) Babington Nebulizer. 

The principle of the Babington nebulizer was first 

described for the application of paint spraying by 

Babington, 1973 (24). This type of nebulizer does not 

require that the sample solutions pass through any 

capillary tube. Many applications have therefore been 

found for this type of nebulizer in atomic spectroscopy, 

a) for the aspiration of high solids samples into an AA 

flame spectrometer as described by Fry and Denton, 1979 

(25), b) for the aspiration of high salt content samples 

into an Iep as described by Wolcott and Butler-Sobel, 

1978 (26) and c) for slurry atomization in a DC plasma 

as described by Mohammed et aI, 1981 (27). 

In their investigations of an rcp operated at 

reduced gas flows Ripson and de Galan, 1981 (28) and 

Ripson et aI, 1982 (9) described a nebulizer based on 

the Babington principle whir.h operated at an argon 

flowrate of just 0.1 1 min- 1 • Such a nebulizer 

(figure 1.2c) has been used in this work to produce an 

argon ~rp operating at a flowrate of 0.1 1 min- 1 

(chapter 6). 
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1.2.2 Ultrasonic Nebulizers. 

The ultrasonic transducer nebulizer, operated at 

frequencies from 50 to 1000 MHz has been suggested as an 

alternative to the pneumatic nebulizer because of it's 

greater efficiency, up to 30% compared to the 3% for the 

typical pneumatic device. 

Boumans and de Boer, 1975 (29) conducted a number 

of investigations into the ICP using an ultrasonic nebulizer 

(figure 1.3) for sample introduction and report detection 

limits for certain elements of 1 to 2 orders of magnitude 

better than similar ICP systems utilising commercially 

available pneumatic nebulizers, eg Winge et aI, 1979 (30). 

Olson et aI, 1977 (31) compared the nebulization efficiency 

of an improved ultrasonic nebulizer to that of a 

conventional pneumatic device coupled to an ICP used for 

the determination of multi-element detection limits. 

Kawaguchi et aI, 1972 (32) used an ultrasonic 

nebulizer as a means of sample introduction in their 

studies of an argon MIP but relatively poor detection 

limits were reported (section 6.8). Since then few 

attempts have been made to use an ultrasonic nebulizer, 

probably due to the MIP's poor tolerance to the large 

amounts of water vapour that can be introduced. Thus in 

the case of the MIP, the superior efficiency of the 

ultrasonic nebulizer may well be more of a hindrance to 

the improvement of operational stability with no benefit 

with regard to improved detection limits. 

Problems with the long term stability and general 

reliability of ultrasonic nebulizers have also been 

reported by Boumans and de Boer, 1976 (33) which have 

prevented their widespread adoption with ICP's. 

Considering the inherent difficulties of operating an 

MIP with sample aerosol introduction anyway, additional 

problems with ultrasonic nebulizers are better avoided 

and by comparison, a pneumatic nebulizer coupled to a 

suitable spray chamber is a simple and reliable device. 
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1.2.3. Spray Chambers 

The design of spray chamber with which the nebulizer 

is coupled is critical to the operation of any excitation 

source used for the spectrochemical analysis of solutions. 

Most pneumatic nebulizers produce large amounts of water 

droplets of diameter greater than 10 ~m. These are not 

atomized in the plasma and it is the function of the spray 

chamber to remOve such droplets from the aerosol stream. 

In recent studies of pneumatic nebulizer performance, 

Browner and Boorn, 1984 (34), it has been deduced that the 

optimum diameter of water droplet, for introduction into 

an ICP, is 5 ~m and that the presence of larger droplets 

causes significant analyte signal fluctuations and hence 

poor analytical precision. In an MIP they also produce 

gross positional instability frequently leading to the 

extinguishing of the plasma. 

In the majority of recently reported studies of MIP's 

with sample aerosol introduction, the spray chambers used 

have their origins in the double concentric tubular design 

(figure 1.4a) described by Scott et aI, 1974 (35). 

Beenakker et aI, 1978 (20) used a modified form of this 

spray chamber in their studies of an MIP generated in the 

TM
OIO 

cavity and used for solution analysis. Dahmen, 

1981 (36) also used this type of spray chamber but with 

tw~ aerosol outlets in his investigation of the CMP. 

The large internal surface area of the 'Scott' spray 

chamber makes it efficient at condensing the larger water 

droplets from the aerosol. However, persistence of a 

previous analyte signal in the plasma can be a problem 

due to water droplets being knocked from the chamber walls 

by the action of the aerosol. Removal of the inner tube 

has therefore been attemped by many experimenters, e.g. 

Ripson and de Galan, 1981 (28) when used with their low 

flowrate ICP. 
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A different type of spray chamber (figure 1.4b) 

has been described by Boumans and Lux-Steiner, 1982 (37) 

which has a spherical 'flow spoiler' onto which the 

aerosol impinges. The flow spoiler further breaks down 

the larger water droplets and also creates a calm area 

behind it from which the fine aerosol droplets are lead 

to the plasma. 

This spray chamber has now been employed in a 

commercial rcp system. Variations on this theme in 

designs of spray chambers have been used by 

a) Kollotzek et aI, 1982 (38) in their investigations 

into multiple filament MIP's, b) by Feuerbacher, 1981 (13) 

in his initial studies of the CMP and c) in the 

investigation of an MIP generated in a slab-line cavity 

and used for solution analysis (chapter 6). 
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1.2.4 Aerosol Desolvation and Dry Sample Introduction 
Techniques. 

As has been mentioned previously, the MIP operated 

at atmospheric pressure in either argon or helium gas is 

not particularly tolerant to large amounts of introduced 

water vapour. However, the presence of large quantities 

of water vapour in the MIP are unavoidable if direct 

sample aerosol introduction is required, unless the 

aerosol is dried prior to entering the plasma. This 

'desolvation' of the aerosol, which significantly reduces 

the water vapour loading of the pl~sma, was found to be 

necessary by Fallgatter et aI, 1971 (11) and Lichte and 

Skogerboe, 1973 (39). Skogerboe and Colema~ 1976 (40) 

reported an order of magnitude improvement in the 

detection limits of certain elements in a MIP with 

desolvation compared to one without, but the apparatus 

did introduce chemical interference effects, observed 

when large concentrations of sodium or potassium were 

added to the samples. 

In their series of investigations of an Iep used 

for the simultaneous multi-element analysis of solutions 

Boumans and de Boer, 1975 (29) also reported 'desolvation 

interferences'. In an earlier paper, Boumans and de Boer, 

1972 (12) reported 'memory' effects caused by the 

persistence of the analyte atoms within the desolvation 

apparatus, it taking up to 2 minutes to completely flush 

through the desolvator .before the analyte signal is no 

longer detected in the plasma. This memory effect would 

be expected to be worse at the much lower flowrates at 

which the VIP is capable of operating. 
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Some experimenters have avoided these desolvation 

problems by using an inherently dry sample introduction 

method. Beenakker et al, 1980 (10) and Matousek et al, 

1984 (41) both used types of electro-thermal atomizer 

(ETA) device for sample introduction into helium and argon 

MIP's respectively. Recently Deutsch and Hieftje, 1984 

(4) have described a high voltage 'micro-arc' atomizer 

for sample introduction into a nitrogen MIP operated at 

atmospheric pressure. 

Other experimenters have used a vapour phase sample 

introduction method. Lichte and Skogerboe, 1972 (42) placed 

an arsine generator in the gas supply line to an argon MIP 

generated in a quarter wave Evenson cavity (Fehsenfeld et 

al, 1964 (43». using a similar cavity system Watling, 

1975 (44) determined mercury at the pico-gram level 

from quartz amalgamation tubes placed in the gas supply 

line to the plasma. 
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1.2.5. Discharge Tubes and Plasma Stability. 

The type of plasma containment vessel used has 

typically been a plain cylindrical capillary tube 

fabricated in either quartz or alumina. The quartz 

discharge tube allows the plasma to be viewed radially 

but does suffer from corrosion when water vapour is 

introduced into the plasma. This occurs primarily 

where the plasma attaches itself to the inside wall of 

the tube as reported in this work (chapter 6). When 

Beenakker et aI, 1978 (20) encountered this problem 

they change to using alumina discharges tubes. The 

opaqueness of alumina tubes was not a problem as the 

plasma generated in the TMOIO cavity was viewed 

axially by the optical measuring system. 

The MIP generated using the TMoIO cavity in this 

work was found to wander around the inside wall of the 

plain quartz capillary discharge tube used (section 6.7) 

and this type of behaviour has been reported by 

Kollotzek et aI, 1984 (23) who discussed the problem in 

their studies~of single and multiple filament MIP's 

generated in the TMOIO cavity. Their solution was to 

use a precision mechanism for alighing~ the plain 

quartz discharge tube to the cavity central axis. 

Bollo-Kamara and Codding, 1981 (45) have described 

an MIP generated in the TMOIO cavity which used a novel 

quartz discharge tube arrangement (figure 1.5). This 

consisted of two concentric tubes, similar to an ICP 

torch with a threaded insert to create a tangential, 

helical flow of the outer plasma support gas. They 

report efficient mixing of the sample aerosol introduced 

via the centre tube with a 'suspended' filamentary MIP, 

possessing good positional stability and since no part 

of the discharge actually touches the tube walls, 

corrosion is eliminated. 
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1.3 Introduction to Plasma Diagnostics and Plasma Models. 

A plasma can be defined as a partly ionized gas 

consisting of atoms, ions and free electrons. In 

studies of various plasma~,including the argon and 

helium MIP, a number of plasma models have been proposed 

or used to describe the excitation conditions prevalent 

between the plasma species. The model considered 

appropriate depends on the operating pressure regime 

(or more precisely the concentration of electrons per 

unit volume) of the plasma. 

For an argon MIP operated at atmospheric pressure 

most investigations reported in the literature have 

proposed explanations of the internal excitation 

processes in terms of a 'local thermal equilibrium' 

(LTE) model (Tanabe et aI, 1983 (46) and Abdullah and 

Mermet, 1982 (47». 

A review of plasma models applicable to a range of 

high frequency analytical plasmas by van Montford and 

Agterdenbos, 1981 (48) does not mention the 'saturation 

~hase' model first postulated by Fujimoto et aI, 1972 

(49). Further work on saturation phase models of 

various types of plasmas by van der Mullen et aI, 1980 

(50) and Raaijmakers et aI, 1983 (51) have confirmed 

their importance especially for atmospheric pressure 

plasmas. 

Prior to a more specific introduction to plasma 

models, a brief introduction to the spectroscopic plasma 

diagnostic techniques typically used will be given. 

These techniques are discussed fUrther in chapter 5. 
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1.3.1 Plasma Diagnostics. 

Formulation of a plasma model to describe the 

excitation conditions within an MIP or Iep requires some 

measure of the fundamental plasma parameters. The 

parameters most often measured are the density of free 

electrons, N within the plasma and one or more plasma 
e 

temperatures. 

Plasma temperatures may conveniently be determined 

from the relative intensity of spectral lines emitted by 

the atomic, ionic and molecular species comprising the 

plasma gas. The scope of applicability of the 

temperature determined is, to a great extent dependant 

on the state of the plasma and the type of spectra used. 

If the relative intensities of a number of argon 

spectral lines are measured and a Boltzmann distribution 

assumed for the population of excited states in the atom, 

then an argon excitation temperature may be determined. 

If the plasma is known to be in a state of thermal 

equilibrium then this temperature is unique to the entire 

plasma system. However, if a state of thermal equilibrium 

does not exist then the temperature parameter determined 

is applicanle only to argon. Thus if iron (Fe) was 

introduced into the plasma and it's spectra used to 

measure a similar excitation temperature, a different 

result would be obtained. Measurement of temperatures 

from different plasma species is therefore a monitor on 

the extent of thermal equilibrium as noted by Kornblum 

and de Galan, 1974 (52) in their studies of the spatial 

characteristics of an Iep. 

Alder et aI, 1980 (53) report for an argon Iep, 

where an excitation temperature was determined from the 

relative intensity of 20 Fe spectral lines that 'no unique 

excitation temperature for Fe was found'. However, 

Uchida et aI, 1981 (54), in their study of the spatial 

distribution of plasma parameters in an Iep, measured an 

argon excitation temperature using only the spectral lines 

arising from electronic transitions between the 5p and 4s 

excited levels. A simila~ method was adopted by Tana~e 

et aI, 1983 (46) in a study of an atmospheric pressure ~'IP. 
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Given the lack of evidence for a state of LTE existing 

in such plasmas it is doubtful whether these temperatures 

are unique to the systems studied. 

A popular method of measuring N has been to use the 
e 

Stark broadening of spectral lines emitted by the atoms 

and ions of the plasma gas. The technique requires that 

the electron density is large enough so that Stark line 

broadening is observable over and above the Doppler 

broadening of the spectral lines caused by the random 

thermal motion of the gas particles and any instrumental 

effects. 

Allemand and Barnes, 1978 (55) have measured the 

electrical impedance of an argon Iep by substitution 

with a dummy load and suggest the probability of a link 

with electron density. This method was used to produce 

an electrical model of the Iep for use in the design of 

an efficient matching network. The ceometry of most 

microwave cavity designs prevents the direct measurement 

of the impedance of the MIP. However, Hammond, 1978 (56) 

has measured the microwave impedance of a reduced pressure 

MIP gener6ted in the slab-line cavity. 

1.3.2 Plasma Models. 

i) The Thermal Equilibrium Model. 

When a plasma is in thermal equilibrium every energy 

exchange process is exactly balanced by the reverse process 

and no energy enters or leaves the plasma region. Therefore 

for every absorption of a photon (energy = hv) per unit 

time by the plasma atoms, causing an electronic energy level 

transition from say, level 1 to 2 there is a corresponding 

emission of a similar photon due to an electronic energy 

level transition from level 2 to 1. Similarly for non­

radiative collisional energy exchanges, every excitational 

transition from level 1 to 2 is exactly balanced by the 

corresponding de-excitational transit~on from level 2 to 1. 
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Collisional energy exchange is said to occur between 

dissimilar and similar plasma particles and over a time 

scale such that a large number of collisions take place. 

Dnder these conditions the population of excited states 

in the plasma is described by the Maxwell-Boltzmann 

formula. 

where 

n E = (n.gE exp(-E/kT»/Z(T) 

n~ = number of particles with state of energy E 
~ 

gE = degeneracy of this state 

n = total number of particles 

Z(T)= partition function, calculated such that 
~ 

~ n = n E E=O 

T = temperature parameter for the plasma. 

When a plasma is in thermal equilibrium the temperature 

parameter, T is unique to the entire system, ie. it describes 

the temperature of the plasma gas atoms, TGAS ' the electron 

temperature, T , and the distribution of energy in the e 
excited states of the gas atoms, expressed as the 

excitation temperature, T~XC. 

ii) The Local Thermal Equilibrium Model 

Perfect thermal equilibrium seldom exists anywhere 

other than in stellar atmospheres. To achieve such a 

state the plasma must be optically 'thick' at all wave­

lengths, ie. all emitted radiation must be re-absorbed 

before it can leave the region. Laboratory plasmas, 

because of their finite (and usually small) size never 

fulfil this requirement, a large part of the emitted 

radiation leaves the region unabsorbed. Most laboratory 

plasmas do not exhibit a uniform temperature over their 

entire extent, therefore at best it would be possible 

to regard the plasma as consisting of a number of volume 

elements, each churacterized by it's own temperature. 

However, if the processes of energy loss, eg. by radiation 

and energy gain by the action of an external fielc on the 

plasr.td particles is small compared t~ the total energy of 
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the system then a state of 'local thermal equilibrium' 

(LTE) is said to exist (Montford and Agterdenbos 1981 (48» 

in the separate volume elements of the plasma. For LTE 

to exist the collisional energy exchange processes between 

the particles (but not between the particles and the walls 

of the containing vessel) must dominate the pl~sma and 

therefore a sufficiently high particle density needs to be 

maintained (Griem, 1964 (57». In such a plasma there 

is an ionization-recombination equilibrium between the 

ground state of the ion and the excited and ground st~tes 

of the neutral atom. This is often referred to as 

nSaha equilibrium". 

iii) The Partial Local Thermal Equilibrium Model. 

In some plasma, the radiative de-excitation of 

certain energy levels may so dominate their collisional 

de-excitation due to a reduced impact cross-section for 

collisions with the plasmas free electrons, that not even 

a state of LTE exists (van der Mullen et aI, 1980 (50) ). 

This situation normally occurs for energy levels with 

large radiative transition probabilities near the grcund 

st6te of the atom and they are said to be below the 'thermal 

limit'. However, for energy levels above this limit the 

distribution of energy may still be described by "Saha 

equilibrium" and Maxwell-Boltzmann statistics still apply. 

A plasma in such a state is said to be in partial LTE (pLTE) 

(Raaijmakers et aI, 1983 (51) ). 

~ith a plasma in pLTE it is then only possible to 

consider thermal equilibrium for groups of plasma particles 

or systems and there is no longer one unique temperature 

parameter. Plasma temperatures determined will therefore 

depend not only on the plasma species used for the 

measurement but also on the precise energy levels used. 
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iv) The Radiative Ionization Recombination Model. 

The radiative ionization recombination (RIR) model 

was originally proposed by Schluter, 1963 (58) and Drawin, 

1966 (59) to explain the excitation conditions in a low 

pressure, high frequency plasma. Compared to an 

atmospheric pressure MIP, the electron density in such a 

plasma is greatly reduced and the radiative de-excitation 

of the excited atomic states dominates over the collisional 

de-excitation process, i.e. the converse of LTE type plasmas. 

In such a model, there are postulated to be two groups 

of electrons both possessing Maxwellian velocity distribu­

tions but characterized by different temperatures. The 

ionization process is attributed to a high energy, low 

density group of electrons and the radiative recombination 

process to a low energy, high density group of electrons. 

The plasma is sustained by this ionization/~ecombination 

equilibrium. 

Investigation of the fundamental properties of a 

reduced pressure, 1 to 34 mbar argon MIP reported by Busch 

and Vickers, 1973 (60) were based on the assumption of a 

RIR model of the plasma. The RIR model has also been 

compared to an LTE model with regard to explaining the 

excitation conditions in a low pressure, 0.1 to 0.7 mbar 

mixed gas MIP reported by Brassem et aI, 1976 (61) and 

1978 (62). 

v) The Saturation Phase Model. 

The existence of 'saturation phases' has been 

postulated in a positive column hydrogen discharge by 

Fujimoto et aI, 1972 (49) and in a positive column argon 

discharge by Tachibana and Fukuda, 1973 (63) and a 

'collisional-radiative' (CR) model has been used to explain 

the excitation processes in such plasmas. The CR model 

involves a general formula which includes '~ate coefficients' 

to describe the relative importance of the collisional and 

radiative parts of the excitation process. 
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In the transition from radiation to collision 

dominated plasmas (as the electron density increases), 

the population of the higher excited states in the atom 

become collision dominated well before the establishment 

of the Saha equilbrium characteristic of LTE type plasmas 

(van der Mullen et aI, 1980 (50». In the case where 

the lower excited atomic states are still radiation 

dominated, a 'quasi-saturation phase' is said to exist, 

but as all the excited levels become saturated a 

'complete saturation phase' is reached (Raaijrnakers et 

aI, 1983 (51) ). 

In the complete saturation phase the plasma is 

entirely collision dominated, but instead of the 

ionization-recombination equilibrium found in L~E type 

plasmas, the dominant excitation mechanism in the complete 

saturation phase postulated by Raaijmakers et aI, 1983 (51) 

is a 'ladder like' excitation and de-excitation to and 

from adjacent excited levels. 
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Chapter 2. Introduction to the Microwave Aspects of the MIP. 

2.1 Microwave Cavity Review. 

Prior to 1976 most reported studies of MIP's were 

undertaken using one of the cavity types described by 

Fehsenfield et aI, 1964 (43) who compared the performance 

of most of the cavity designs then available. Of these, 

the three cavity designs which subsequently became most 

widely used are illustrated in figure 2.1. All 

microwave cavities described here have been designed to 

operate at 2.45 GHz. 

In the 3 >--/4 Broida coaxial cavity (figure 2.la), 

the inner conductor is 'foreshortened' to provide a 

capacitive load for the cavity. The plasma is contained 

in a discharge tube positioned along the axis of the 

inner conductor and is created in the gap between the end 

of the inner conductor and the end wall of the cavity. 

The far end of this coaxial resonant cavity is terminated 

in a short circuit and microwave energy is coupled into it 

at a point '" /4 away. The usual coaxial transverse 

electro-magnetic (TEM) mode of excitation is dominant. 

Tuning is accomplished by varying the length of the gap 

using the threaded tuning stub. Since usually the plasma 

would be confined within the cavity it is necessary to cut 

an aperture in the outer conductor to permit radial viewing 

of light emitted from the plasma. This aperture behaves 

as a waveguide below cut-off so that no radiation is lost 

from the cavity. 

The 3 ~ /4 Broida cavi ty is supplied commercially 

by Electro-Medical Supplies (EMS) as the type '210L'. A 

modified version of this cavity, with reduced dimensions 

to accomodate smaller diameter discharge tubes and with 

water cooling jackets provided on the outer conductor is 

also supplied by EMS as the type '2l5L'. 
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The A/4 Evenson cavity (figure 2.1b) is another 

coaxial resonant cavity where the TEM mode of excitation 

is the dominant mode. The discharge tube is positioned 

transversly to the inner conductor and unlike the 3 A /4 

Broida cavity, the gap in the inner conductor is of fixed 

length. The open structure of the ~/4 cavity permits 

greater flexibility in viewing light emitted by the plasma 

but the penalty for this would appear to be a high level 

of stray microwave radiation as intimated by Haarsma et 

al, 1974 (64). Hammond, 1978 (56) suggested that the 

supposedly efficient energy coupling into this cavity 

reported by Fehsenfield et al, 1964 (43) may in fact be 

due to the energy being radiated away from the cavity and 

not actually coupled into the plasma. 

The A /4 cavity has nevertheless been successfully 

employed for the excitation of MIP's at reduced pressure 

by Brassem and Maessen, 1974 (65) and Avni and Winefordner, 

1975 (66). with some minor modifications Lichte and 

Skogerboe, 1973 (39) used it to produce an atmospheric 

pressure MIP with direct sample aerosol introduction. The 

A /4 Evenson cavity is also supplied commercially by EMS 

as the type '214L'. 

Figure 2.1c illustrates one of the early cavity 

resonators used for the excitation of MIP's. The tapered 

rectangular cavity operates in the TM013 waveguide mode of 

excitation. Despite it's large size it can be conveniently 

alighed0 to a discharge tube without, for example 

disturbing any vacuum system which might be connected. 

Although not necessarily recommended by Fehsenfeld'·et aI, 

1964 (43) for use at high pressures, this cavity has been 

used to generate an atmospheric pressure argon MIP with 

sample aerosol introduction by Kawaguchi et al, 1972 (32). 

Falgatter et al, 1971 (11) generated a similar MIP using 

a commercial tapered rectangular cavity supplied by 

Raytheon. 

In 1976, Beenakker (2) described a cavity, operated 

in the TMoIO waveguide mode of excitation, which could be 

used to support both argon and helium MIP's at atmospheric 

pressure. This cylindrical cavity (figure 2.2a) is 
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similar to the foreshortened A/4 radial cavity described 

by Fehsenfield, 1964 (43). The plasma containment tube 

is placed in the centre of the cavity in the position of 

maximum electric field strength. 

Beenakker, 1977 (17) showed the TM
OIO 

cavity to be 

capable of supporting atmospheric pressure helium MIP's 

for use as element sensitive detectors in gas chromatography 

and argon MIP's used for spectrochemical analysis of 

solutions, Beenakker et aI, 1978 (20). 

Fairly extensive modifications to the TMOlO cavity were 

suggested by van Dalen et aI, 1978 (67) whereby the 

inductive coupling loop input is replaced by a capacitive 

antenna fabricated from part of a A/4 Evenson cavity 

and the brass tuning screws are replaced by dielectric rods 

within the cavity. This is said to give better energy 

coupling into the cavity and improved tuning performance. 

The TMOIO cavity has become widely adopted for studies 

of reduced pressure MIP's (Goode et aI, 1985 (68» 

atmospheric pressure MIP's {Tanabe et aI, 1983 (46» and 

as an element selective detector in gas chromatography 

{Carnahan et aI, 1981 (69». Bollo-Kamara and Codding, 

1981 (45) used a TM010 cavity to support an atmospheric 

pressure MIP contained in a dual gas flow discharge tube. 

Kollotzek et aI, 1984 (23) used a modified TM010 cavity 

in their studies of atmospheric pressure filamentary 

argon MIP's for use in the spectrochemical analysis of 

solutions. 

Hammond and Outred, 1976 (70) developed a slab-line 

cavity (figure 2.2.b) which was designed for excitation 

of the 1st ionised spectra of inert gases in reduced 

pressure electrode-less discharge tubes ~DT). The slab­

line cavity was comprised of a low impedance co-axial 

transmission line section feeding directly into a high 

impedance cavity section. The cavity section used two 

parallel plates as the outer conductor and had a cylindrical 

inner conductor. The very open structure of the slab-line 

cavity permitted radial viewing through the side wall of the 

EDT with little danger from stray microwave radiation. 
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In 1981, Feuerbacher (13) and Dahmen (36) described 

a capacitively-coupled microwave plasma (C~P) operating 

in nitrogen or nitrogen/argon mixture at atmospheric 

pressure and used for the analysis of solutions by o~tical 

emission spectroscopy (OES). The CMP (figure 2.3a) is 

similar to the MIP generated in the 3 A /4 Broida cavity 

described by Fehsenfeld et aI, 1964, (43) but instead of 

being contained in a glass capillary tube the plasma is 

formed in free air at the tip of a gold electrode and is 

~tabilized via an annular flow of nitrogen gas. The CMP 

is thus operated in a similar way to the Iep and therefore 

avoids the problems of discharge tube corrosion which 

traditionally cause difficulties when viewing th~ MIP 

through the wall of the containment vessel. 

A very different type of plasma generator, which is 

not necessarily a resonant cavity has been described by 

Hubert et aI, 1979(71) and Darrah, 1979 (72). This is 

a surface wave device known as a 'surfatron' (figure 2.3b) 

but has only found limited use in plasma spectroscopy. 
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Currently there is a great deal of concern about the 

levels of stray radiation to which the operators of 

microwave equipment are exposed. Considering the thermal 

effect of microwave radiation alone, the USA and UK 

recommend 10 mW cm- 2 as a safety limit. However the USSR 

set a safety limit 1000 times more stringent at 0.01 mW cm- 2 

following studies on the biological effect of microwave 

radia tion. 

There are many situations in the use of MIP's where 

stray radiation may occur. It has already been suggested 

that the A /4 Evenson cavity has a significant stray 

radiation problem due to it's very open structure. Outred 

and Howard, 1978 (73) report for the 3 A /4 Broida cavity 

that provided the plasma does not extend outside the 

confines of the cavity, nor completely fill the entire 

length of the discharge tube, stray radiation is minimal. 

As already mentioned the slab-line cavity, despite 

it's very open structure produces very little stray 

radiation. With a dry argon plasma load the slab-line 

cavity was found to emit no measurable stray Eadiation. 

However, when loaded with an MIP saturated with water 

vapour, introduced via the nebulizer, the slab-line cavity 

was found to emit significant and very directional levels 

of stray radiation. At most angular positions in front 

of the open end of the slab-line cavity this stray radiation 

was at a level of 2 mW em- 2 or less, measured at a distance 

of 5 cm from the cavity. However a strong 'lobe' at a 
-2 level of 40 mW cm was measured along a path parallel to 

the axis of cavity inner conductor. 

In this work, orientation of the experimental apparatus 

prevented the stray radiation becoming a health hazard but 

screening of the optical system electronics was required 

to prevent interference. The level of stray radiation 

emitted was also found to be directly dependent on the 

amount of water vapour introduced into the·~MIP. 

44 



2.2 Transmission Line Theory Applied to the Design 
of a Microwave Cavity. 

A full description of a microwave cavity, of the type 

used to generate an atmospheric pressure MIP involves the 

geometrical shape of the cavity, wall losses and the method 

of coupling energy into it. Consideration of these three 

factors simultaneously presents the cavity designer with a 

formidable problem to solve. The problem may be simplified 

by applying the exact mathematical treatment to a lossless 

cavity, the electric and magnetic field patterns within this 

cavity determined and then the wall losses and the input 

coupling method used can be introduced as causingperturba­

tions of the :original field patterns. Such an approach 

to cavity design was described in general terms, by Slater, 

1952 (74). Even with such an approach, however, the 

mathematical treatment of the cavity is still complex and 

it is not always easy to identify the parameters required 

to optimize the design. 

An alternative, and very much simpler approach is to 

describe the cavity in terms of an equivalent tuned circuit 

comprising ~iscrete inductances, capacitances and 

resistances. Unfortunately this equivalent circuit is 

often so far removed from the physical reality that the 

cavity is seldom adequately represented. 

Hammond, 1978 (56) adopted an approach, described 

briefly by Ramo et al, 1965 (75) which is mid-way in 

complexity between the detailed mathematical treatment and 

the oversimplified equivalent circuit analogy of the cavity. 

In this thetavity is treated as a section of transmission 

line, A/2 long and terminated at each end by a short 

circuit. The transmission line carries two waves, 

propagating in opposite directions along the cavity axis 

which, with multiple reflections from the short circuited 

ends of the cavity produce a standing wave with an electric 

field maxima at the cavity centre. For cavity structures 

of this type, where the cross section normal to the axis 

is constant, longitudinal symmetry is said to exist. 
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The coupling of energy into the cavity is 

accomplished by assuming that one of the short circuits is 

partly transparent. At the frequency of 2.45 G Hz at 

which the cavity is operated, this partly transparent 

boundary was conveniently represented by a set of scattering 

(5) parameters. The use of 5 parameters to describe the 

reflection and trans~ission of energy at the boundaries 

of a general two port network are described in appendix AI. 

Wall losses within the cavity are accounted for by extending 

the analysis to include not only the 5 parameters of the 

boundary(s) but also the tr&nsmission (T) parameters for 

the lengths of cavity sections which are dependent on the 

finite conductivity of the (brass) material used in the 

cavity construction. For cavity structures of this type 

possessing longitudinal symmetry, the electric and magnetic 

components of the travelling waves within the cavity may be 

conveniently expressed in ter~s of equivalent voltage and 

current waves. This allows use of the well known 

transmission line equations to be used in the analysis of 

the cavity. 
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~ne ~cattering Parameter Representation of the 

Slab-line Cavity. 

A full discussion of Hammond's design procedure for 

the slab-line cavity is given in his thesis (Hammond, 1978 

(56» but since the microwave impedance of the atmospheric 

pressure MIP is to be determined it is necessary to outline 

the general approach and explain how the S parameters are 

used to evaluate the plasma impedance. 

Feed Section Cavity section 

__ ----a2 

F 

\ 1 = A/2 \ 
A B 

Figure 2.4 The A/2 Slab-line Cavity. 

In the basic configuration of slab-line cavity 

shown in figure 2.4 the short circuits A & B terminating 

each end of the cavity section are A/2 apart where ~ is 

the wavelength of the excitation energy. The inner 

conductors have been omitted from figure 2.4 for the sake 

of clarity. On either side of the partially transparent 

boundary A, where energy is coupled into the cavity there 

exists the normalized incident and reflected voltage like 

waves a
l 

and b
l 

(in the feed section) and a 2 and b 2 
(in the cavity section). As for the general two-port 
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network (see Appendix Ai), a set of S parameters may be 

defined for this boundary by 

b l = Slla l + S12 a 2 

b 2 = S21a l + S22 a 2 

The wave a
2

, incident on the partially transparent 

boundary A is produced by reflection of wave b
2 

from 

boundary B. The relationship between a
2 

and b
2 

may thus 

be established if the behaviour of travelling waves inside 

the cavity is considered. On any transmission line the 

change incurred in a wave, ~ travelling through a distance 

l is expressed in terms of a propagation coefficient, t 
ie. 

where K ' a complex quantity is given by 

~ = oC + j,8 
where c£ is the attenuation coefficient and ~ the 

phase coefficient for travelling waves on the line. The 

value of,P is given by 

ft = 21T/>-. 
If it is assumed that boundary B of the slab-line cavity 

is lossless, ie reflection coefficient = -1 then the 

relationship between a
2 

and b 2 may be established 

namely, 

b 
- 2 (oc + j a ) 1 

a
2 

= - 2 e /-

For the cavity considered 1 = X/2 therefore the second 
_20 1 _2 01\ 

term in the exponent vanishes since e J)9 becomes e J 

which equals unity. 

to 

The expression then simplifies 

-2oe 1 
e 
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An input reflection coefficient 

boundary A was defined by 
~IN as seen at the 

Furthermore, these equations also give an expression for 

the voltage at the centre of cavity, V by 
c 

--b - oc 1/2 
J 2 e 

which, when expressed in terms of the incident voltage is 

defined by Hammond 1978 (56) as the unloaded resonant 

cavity gain, GOR given by the equation 

GOR = Voltage at Cavity Centre 

Incident voltage 

The value of GOR may then be calculated from the S parameters 

by 

_ -oCl/2 -001 
GOR = - J S 21 e (1 + e ) I 

1 + 5 22 e -200 1 

The unloaded gain of the slab-line cavity is determined 

taking full account of the energy cou~ling considerations 

via the S parameters and energy losses in the cavity 

through oc. 
The effect of cavity tuning, where the length is not 

equal to A /2 may be illustrated by recalculating the 

above equation using the full relationship between a 2 and 

b 
-2 (oc + j fol ) 1 

a 2 = - 2 e r' 

The expression for GOR then becomes 

e
-(OC+ jA)1/2 

= 5 21 r 

1 S 
-2(oe + j~)l 

... 22 e 
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Cavity tuning may therefore be affected either by variation 

of 1 or A. The slab-line cavity is tuned, and hence the 

value of GOR maximised when 1 = A/2. The voltage 

subsequently developed across a load placed at the cavity 

centre is thus considerably greater than the voltage 

incident upon the cavity. 

A slab-line cavity comprising two short circuits 

separated by a distance of A/2 is not, however the final 

configuration adopted by Hammond. He notes that the 

cavity tuning conditions are also met if boundary B is 

an open circuit placed at a distance A/4 away from 

boundary A. Essentially similar expressions for ~IN and 

GOR may be then calculated as previously described. 

Although design of the open circuit boundary must be 

carefully considered to prevent leakage of radiat~on and 

spurious modes of excitation being set up with the cavity 

the benefits are considerable. The shorter length means 

that there are less electrical losses in the cavity 

structure. The unavoidable 'fringing' electric fields 

at the open circuit boundary do however necessitate the 

fine tuning of the cavity (section 4.1), but since the 

electric field maxima occurs at this position it is an 

ideal pluce to position the quartz discharge tube 

containing an argon MIP. Light emitted from the plasma 

may then be viewed from a number of different angles by 

some optical measurement system, including radially 

through the wall of the quartz tube, since the cavity is 

completely open. Figure 2.5 illustrates a possible 

arrangement of the A/4 slab-line cavity used with an ~IP. 
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Expressions for loaded cavity gain and input 

reflection coefficient may be calculated as previously 

done for the unloaded cavity. In the case of the 

input reflection coefficient it is a simple matter to 

extend the previously used expression to include the 

effect of the load reflection coefficient, ~L ie 

o D -2oel 
\" IN = 5 11 - 5 125 21 \ L e 

D -2cc 1 
1 + 522,"Le 

Measurement of the modulus, I~INI And argument ¢IN of 

the cavity input reflection coefficient therefore 

enable the value of the plasma load impedance to be 

determined (section 4.3). Knowledge of the S parameters 

is, naturally also required and these are determined by 

the physical structure of the slab-line cavity. In the 

simplest analysis of the ~/4 slab-line cavity, assuming 

it to be a reciprocal and lossless network (Appendix A1), 

the number of independent parameters is reduced and the 

normalized scattering matrix can be shown to be 

= 

Z 2 _ Z Z 
f c 0 

Z 2 + Z Z 
f c 0 

-j 2Z f Jzczo 
z 2 + Z Z 

f c 0 

-j2Z f Jzczo 
z 2 + z Z 

f c 0 

Z 2 
f 

Z 2 
f 

- z z c 0 

+ z z c 0 

where the impedances Zc and Zf are those previously 

defined for the cavity and feed sections of the slab­

line cavity and Z is the impedance of the transmission o 
line carrying microwave power from the generator to the 

cavi ty. 
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CAapter 3. Spectroscopic Instrumentation. 

The following sections describe the construction 

and use of the optical system for making spectroscopic 

measurements on the MIP •. 

3.1 Configurations of HIP Investigated. 

Two types of atmospheric pressure MIP have been 

investigated using the slab-line cavity described by 

Hammond and Outred, 1976 (70), the dry argon MIP and 

the argon MIP incorporating sample aerosol introduction. 

The TMOIO cavity described by Beenakker, 1976 (2) was 

also used to generate an argon MIP with sample aerosol 

introduction. 

Both types of MIP were operated on industrial grade 

argon from a normal British Oxygen Company cylinder. 

Figure 3.1 illustrates the gas supply apparatus used to 

support the dry argon ~IP. A pressure of 1.5 to 2.0 

bar was set on the cylinder regulator, the large pressure 

differential across the needle valve ensuring that the 

MIP was operated at atmospheric pressure. The flow­

meters were calibrated accordingly. 

The cold trap was used to remove the majority of 

the impurity water vapour present in the argon and so to 

determine any effect on the plasma excitation conditions 

as reported in chapter 5. The cold trap was fabricated 

from a length of coiled copper tuhe which, when required, 

was immersed in a dewar flask containing a solid CO
2

/ 

acetone mixture at a temperature of -80oC. Measurement 

of the intensity of OH molecular and atomic hydrogen 

spectra indicated that the cold trap removed 80% of the 

water vapour from the argon. 

The additional items of equipment used to affect 

direct sample aerosol introduction into the MIP are 

described in section 6.3. 

When the MIP was generated in the slab-line cavity 

the quartz discharge tube was placed at a position of 

maximum electric field strength in one of the 

configurations shown in figure 3.2. 
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Figure 3.1. Gas Supply Apparatus for the Dry Argon ~IP. 
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The dry argon MIP formed when configuration B was 

used typically comprised a number of plasma filaments 

p0sitioned around the inside wall of the quartz tube. 

These filaments were prone to positional instabilities, 

which made spectroscopic measurements somewhat difficult. 

It was found to be preferable to use configuration 

A, when a stable dry argon MIP was formed which filled 

almost the entire cross-section of the discharge tube 

and to a varying length depending on the net microwave 

input power used. 

When the sample aerosols were introduced into the 

MIP it proved to be impossible to reliably sustain a 

plasma using configuration A. This is probably due to 

the large amounts of water vapour in the gas absorbing 

energy from the microwave field within the cavity and 

detuning it to a point where the energy density was 

insufficient to maintain the MIP. However, the 

filamentary plasma formed when configuration B was used 

became a single stable filament within the discharge tube. 

Optimum microwave input power conditions were found, 

using the double stub tuner (section 4.2) with the MIP 

either occupying the entire length of the discharge tube 

or the top half only, between the end of the inner 

conductor and the top cavity plate (figure 3.3). In the 

latter mode of operation it was found that the MIP could 

be reliably maintained, for periods up to 10 hours using 
-1 argon flowrates of 0.1 and 1.0 lmin and sample uptake 

rates between 0.5 and 1.5 ml min-i. Tolerance to 

introduced sample aerosol was improved by the use of a 

2 mm internal diameter discharge tube. 

Except for some initial investigations, light from 

the MIP generated in the slab-line cavity was always 

viewed radially through the wall of the quartz discharge 

tube. With the discharge tube vertical, this was found 

to be more convenient to image a given length of plasma 

onto the vertical entrance slit of the monochromator 

(section 3.3) than the spot image formed when the light 

was viewed axially. In addition, radial vie~ing provided 

the opportunity to investigate spatial variations of the 

plasma parameters and to locate the optimum viewing zone 

for spectrochemical performance (section 6.5.1). 
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The TMOIO cavity used to support an argon MIP with 

sample aerosol introduction was constructed in the 

development model-shop of pye-Unicam Ltd., to an 

engineering drawing (appendix A2). The cavity depth 

could be set to either 6 or 10 mm depending on which side 

plates were bolted to the main structure. 

The discharge tube was positioned in the centre of 

the cavity (figure 3.4) with it's end flush with the 

side plate as recommended by Beenakker et aI, 1978 (20). 

The plasma formed attached itself to one part of the 

tube's inner wall and typically extended the full depth 

of the cavity but not beyond it. 

Microwave power was coupled into the cavity using a 

modified UHF connector terminated with an inductive 

coupling loop (appendix A2). The connector was clamped 

into the cavity such that the plane of the coupling loop 

was perpendicular to the lines of magnetic flux 

circulating around the cavity, thus maximizing energy 

transfer. special care was taken to ensure a constant 

son impedance throughout the length of the UHF connector 

to avoid the overheating problems reported by Van Dalen 

et aI, 1978 (65) and to maximize energy transfer into 

the cavity. 

It proved to be difficult to reliably maintain the 

MIP in the 10 mm deep TM010 cavity for even short periods 

with the 0.5 cm 2 coupling loop initially used. However, 

increasing the loop area to 1.5 cm2 mostly cured this 

problem. Maintenance of the MIP in the 6 mm deep TM010 
cavity was even more unreliable and with limited space 

available, only modest increases in the coupling loop 

area were possible without it extending well into the 

centre of the cavity and causing spurious modes of 

excitation. In practice it proved to be impossible to 

achieve the reliability obtained with the 10 mm deep 

cavity, with which, therefore all subsequent spectroscopic 

measurements for the TMOIO cavity MIP were made. 
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Figure 3.4 MIP Generated in the TM010 Cavity. 
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It was observed that over a period of 2 to 3 hours 

the plasma would wander about the inner wall of the 

discharge tube. This tendency could be minimized by 

carefully positioning the discharge tube 'off cavity axis', 

exploiting the clearance in the cavity side plate holes. 

Thus one part of the discharge tube inner wall was then 

nearest to the position of maximum electric field in the 

cavity, where the plasma presumably preferentially 

attached itself. 

The closed structure of the TMOIO cavity meant that 

light from the MIP could only successfully be viewed 

axially down the length of the discharge tube. 
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3.2 Description of Entrance Optics and Calibration Lamp. 

The schematic diagram of the optical system used for 

making spectroscopic measurements on the ~IP generated in 

the slab-line cavity is shown in figure 3.5. Table 3.1 

lists the equipment employed with the exception of the 

data recording devices (section 3.6). 

Light from the MIP was imaged onto the entrance slit 

of the monochromator by the simple 10 cm focal length 

quartz lens, Li via the front silvered mirror, Mi. 

Object and image distances were chosen to give an enlarged 

image of the MIP on the entrance slit with a magnification 
~ 

of 1.5. With this arrangement the internal optics of 

the monochromator itself were optimally filled when an 

entrance slit length of 1.2 cm was used. 

In order that relative spectral line intensity 

measurements could be made over the wavelength range 

300 to 800 nm, the instrument response function, denoted 

H(A) (section 3.7) was determined using the tungsten 

ribbon filament lamp. Light from the filament lamp was 

imaged onto the entrance slit of the monochromator when 

mirrorMi was rotated through 900
• H(A) was therefore 

determined using identical entrance optics to those 

employed for measurements on'the MIP itself. 

After a correction for the surface emissivity of 

tungsten, the filament lamp is essentially a black body 

radiator with a spectral output described by the Planck 

radiation formula. Filament temperature, calculated fro~ 

the DC filament current using data supplied with the lamp, 

therefore uniquely defined the actual spectral output of 

the lamp, enabling H(A) to be determined. Relative 

spectral intensity measurements were unaffected by the 

transmission coefficient of the quartz window since this 

is constant over the wavelength ranqe considered. 

When 1st order spectral lines with wavelengths greater 

than 500 nm were scanned, an Oy4 filter (Chance Pilkington) 

was placed between Li and the entrance slit to eli~ir.ate 

2nd order spectra from the monochromator grating. H(X) 

was directly compensated for the IO~ attenuation of this 

OY4 in its pass band by using the filter also during 

calibration of the optical system. 
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generated in the TMo~ocavity except that mirror Mi was 

omitted, and the cavity placed on the axis of the optical 

system as shown in figure 3.6. Since light from the MIP 

is viewed axially down the length of the discharge tube 

the image formed on the monochromator entrance slit is a 

spot of approximately 1 to 2 mm diameter. The slit 

length was therefore reduced to a value just greater than 

the extent of the MIP image to reduce the effect of stray 

light. 

In order to ensure that the same entrance optics 

were used when taking either spectral line scans of the 

MIP or a system calibration it was necessary to remove 

the TMOIO cavity and replace it with the filament lamp. 

Scanning 
Monochromator 

Grating 

PMT 

PMT Power 
Supply 

D.V.M. 

Filament Lamp 
Power Supply 

Tungsten Ribbon 
Filament Lamp 

Optical Bench 

Ebert Mounting 
0.8 metre focal length 
200-BBO nm 
Reciprocal Linear -1 
Dispersion = 1.1 nm.mm 

-1 1200 Rule Grooves ~m 
Active Area Bx7 cm 

Type 9558 B: 
11 Dynodes: 
52 mm Diameter Cathode 
with S20 response 

Type 532A: 
o - 2 kV 

Type 169 

DC: BV: 6A: 
Stabilized 

W2KG vII 
Filament dimensions 
= 1 x 10 mm 
Quartz Window 
= 93% transmission 

between 300 and BOO nm 
Time for stable filament 
temperature = 20 mins. 

Philips Scientific 
& Industrial Inst.Ltd. 

Thorn EMI 
Electron Tubes 
Division. 

Isotype Developments 
Ltd. 

Keithly Electronics 
Ltd. 

Farnell Inst. Ltd., 

Philips Electrical Ltd. 

Precision Instruments 
Ltd. 

Table 3.1 Equipment used in the Optical System. 
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3.3. The Monochromator and it's Operation. 

The optical system was mounted on a dexion metal 

framework, one half of which carried the optical bench 

and the entrance optics components. The other half, 

bolted to a laboratory bench for additional support 

carried the Ebert scanning monochromator, loaned by 

pye-Unicam for the dUration of this work. The 

specifications of the monochromator may be found in 

table 3.1. 

The monochromator's illuminated wavelength scale, 

reading from 170 to 880 nm, was accurate to within 

0.5 nm of the true air wavelength over the entire range 

but for greater accuracy the scale was calibrated using 

the spectrum emitted by the argon MIP. 

All spectral line scans were started at a sufficient 

distance from the line centre so that the mechanical 

backlash in the drive gears was always taken up and the 

spectral background intensity was adequately recorded. 

Where possible, reversal of the scan direction ~as 

avoided so that additional backlash was not introduced. 

The coupled entrance and exit slits were simultaneously 

adjusted via one micrometer drive. In this work, equal 

entrance and exit slit widths of 0.012 and 0.026 mm 

were used. 

For first order spectra from the grating, assuming 

normal incidence, the reciprocal linear dispersion of the 

monochromator is approximately 1.1 nm mm- 1 • For an 

entrance slit width of 0.026 mm this equates to an 

instrument bandpass (section 3.8) of 0.029 nm. Measured 

values of bandpass were somewhat larger than this, 0.032 nm 

from a scan of the 632.0 nm line emitted by a 400 mW He-Ne 

laser and 0.035 nm from a scan of the 415.89 nm Ar I line, 

emitted by the MIP. Both these lines were assumed to be 

significantly narrower than the instrument bandpass itself. 

The values of instrument bandpass measured using the He-Ne 

laser were felt to be more reliable than the theoretical 

values and consequently were used in calculations of 

electron density from the Stark broadened H/ spectral 

line (section 5.4.1). 
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The process of measuring HCA) requires that with no 

light entering the entrance slit of the monochromator, 

there is zero electrical output registered on the digital 

voltmeter. To satisfy this zero light requirement 

certain modifications were necessary to reduce the 

sensitivity of the monochromator to 'stray light' which 

enters the entrance slit off axis and the monochromator 

and PMT enclosures directly through small gaps. The 

monochromator enclosure itself was found to be reasonably 

light tight but it was necessary to renew the sponge sealing 

tape between the two parts of the PMT enclosure, sealing 

all entrance holes with suitable gromments and tape. 

A severe problem was encountered whereby light 

entering the slit enclosure from the source used was 

reflected directly across to the aperture which passed 

light from the exit slit to the PMT enclosure, ie. 

completely bypassing the monochromator itself. 

This 'crosstalk' between the slits produced a larger 

electrical output signal than that obtained from the UV 

emissions of the tungsten filament lamp itself, so 

corrupting HCA). An inspection of the internals of the 

slit mechanism revealed little attempt on the part of the 

manufacturers to control this crosstalk which was 

subsequently and dramatically reduced by the construction 

of a blocking wall, made of high density sponge tape 

between the slits. Further reductions in crosstalk were 

made by spraying polished internal components with matt 

black paint. To block any other stray light entering, 

all apertures in the slit housing were taped over when 

not in use. 

The resultant sensitivity of the spectrometer to 

stray light was then checked to ensure that the zero 

light condition could be achieved. A 6 W tungsten 

filament lamp was focussed onto the entrance slit of the 

monochromator. For a DC amplifier gain of 5, PMT supply 

voltage of 790 V, slit width of 0.026 mm and length of 

1.2 cm, a total stray light output signal of 1.0 mV was 

measured at a monochromator wavelength setting of 350 nm 

when an OYI filter was placed in the filter holder to 
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eliminate wavelengths less than 500 nm. When the exit 

slit was blanked off from inside the monochromator the 

output signal fell to 0.0 mV confirming that all stray 

light was passing through the monochromator itself. 

When a 240 V, 60 w inspection lamp was critically aimed 

at close range on the entrance slit to maximise any 

remaining crosstalk between the slits the output signal 

rose to 0.2 mV. 

Secondly, with the OYI filter and internal exit 

slit blank removed, a black suede screen was placed 

directly in front of the grating inside the monochromator. 

For the same instrument parameters as in the first check, 

a total stray light output signal of 1.0 mV was again 

observed and this remained constant to within! 0.1 mV 

between 800 and 200 nm, illustrating the independence 

of the stray light on the wavelength. 

Finally, with the grating unblanked but with the 

entrance slit completely blocked off with black tape the 

inspection lamp was shone on the spectrometer at close 

range and from various critical angles yet with no chan~e 

in the output reading, confirming the total insensitivity 

to strong ambient lighting. 

When H (A) was determined, a DC amplifier gain of 1 

was required in order to fit the response curve within the 

maximum range of the digital voltmeter and therefore the 

maximum stray light output signal that was observed under 

zero light conditions was 0.2 mV at all wavelengths. 
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3.4 The Photomultiplier Tube. 

The EMI type 9558B photomultiplier tube (PMT) was 

housed in a two piece enclosure, mounted vertically over 

the exit slit of the monochromator. Light from the exit 

slit was reflected onto the PMT's photo-cathode using a 

small front silvered mirror mounted in the base of the 

enclosure at 45 0 to the monochromator axis. The 

enclosure halves were sealed together using high density 

sponge tape to prevent light entering as described in 

section 3.3. 

The photo-cathode of the 9558B PMT has an "520" 

response, which in conjunction with a boro-silicate 

window permits useable operation between 300 and 800 nm. 

Investigation of most spectral features of the argon MIP 

was therefore possible, from the OH molecular spectra at 

the UV end of the visible spectrum to the near IR atomic 

argon spectral lines. Use of the UV spectral lines of 

some introduced analyte species was precluded since a 

variant of the PMT, the 9558QB with extended UV response, 

was not available. 

The dynodes of the PMT were biased using the resistor 

chain circuit shown in figure 3.7. Since the anQde of a 

PMT can be considered as an almost ideal current generator, 

the output current is independent of the value of load 

resistor used. Choice of the latter is then primarily 

dic~ated by the matching of the PMT output signal to the 

input range of the data recording devices used. It was 

found that the range of signal amplification provided by 

the DC amplifier (section 3.5) could best compensate for 

the range of emission strengths of the MIP spectral 

features investigated when a PMT load resistor of 67 kn 

was used. 

When a monochromator entrance slit width of 0.013 mm 

was used the PMT operating voltage was set to 940 volts. 

However, it was found that if the PMT was operated at 

790 volts, the wider entrance slit of 0.026 mm gave more 

thar. adequate signal gain for the spectral features 

studies with the benefit of improved quality of the outDUt 

soectral line data due to reduced PMT noise. 
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After an earlier spectroscopic study had shown that 

alteration of the supply voltage to vary the PMT 

response was unreliable, due to the finite time required 

for stable PMT operation to be re-established, it was 

decided to leave the PMT permanently energised at either 

940 or 790 volts. 

a R 

- - - - - - - -1----------------., 

-------- -~------~__t 

- - - - - - - 1--------"""'"1 

- - - - - - - - -1----------1 

---- - - --1--------4 

- - - - - - - 1---------1 

- - - - - - - - 1----------1 

- - - - - - - 1----------1 

- - - - - - -1---------1 

- - - - - - - - -1----------1 

- - - - - - - -1----------1------

k 

Incident 
Light 

Figure 3.7 

Dynode Chain Current 

PMT Dynode Biasing Circuit. 
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3.5 The DC Amplifier. -

The schematic diagram of the DC amplifier, used to 

amplify the signal voltage developed across the PMT load 

resistor is illustrated in figure 3.8. The high impedance 

operational amplifier input stage provides variable signal 

integration giving immunity from PMT noise. The parallel 

voltage follower buffers the input stage from the 

amplification stage, which uses an active feedback device 

to control it's gain. The final stage comprises of a 

voltage follower with a multi turn potentiometer to adjust 

the DC offset of the output. This facilitates setting 

the baseline level on the pen chart recorder (section 3.6.1). 

The 'OP-AMP' Cookbook by Jung, 1976 (76) proved 

invaluable when designing this DC amplifier, which uses 

many of his suggested circuits. 

The gain of the amplification sta~e is given by the 

ratio of the decade resistance box, RF to the fixed 

10 k..n resis tor RO. RF was arranged in decades of 

10 k.1l, 1 k.n., loon, 10n and IJl. providing variable gain 

from xl to 11.1 in steps of 0.01. When RF was reduced 

below 10 k.n, the amplifier acted as a calibrated 

attenuator. This was particularly useful for the~more 

intense spectral features. The limit of attenuation 

was 0.22 below which the output oscillated at a frequency 

of approximately 700 kHz. For a given gain, G the 

outout voltage V is linearly related to the input 
. 0 

voltage Vl , i.e. 
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The equipment illustrated in figure 3.9 was used 

to determine the range of input voltages for which this 

relationship was satisfied. With an amplifier gain of 

xl and minimum integrator time constant, the peak to peak 

amplitude of the square wave output from the signal 

generator was increased from zero to 4 volts in convenient 

increments and at each setting, VI and Vo were noted using 

the CRO. 

The resultant calibration curve for the amplifier 

is illustrated in figure 3.10 which shows the linear 

response over the range of input voltages tested, with a 

slight departure from true linearity for input voltages 

greater than 200 mV. However, this 'dynamic range' was 

more than adequate for the maximum voltages developed 

across the PMT load resistor (section 3.4). 

For all values of gain se~ectable the response of 

the amplifier remained linear. 

The am~lifier gain was adjusted accordingly for each 

spectral line scanned so that an adequate output signal 

was obtained (typically, peak height of spectral line 

between 60 and 90% f.s.d. on the pen chart recorder). 

For relative spectral line intensity measurements 

to be made, it was therefore necessary to refer each argon 

spectral line scan, taken at some specific amplifier gain, 

G to a fixed or reference gain G(REF). This was 

conveniently accomplished by using a gain multiplication 

factor G(MF) given by 

G(MF) G(REF)/G 

The measured intensity (section 3.8) for a particular 

spectral line was then gain corrected by multiplication 

by the appropriate G(MF). 
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Figure 3.10 DC Amplifier Calibration Curve. 
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3.6 Data R~cording Devices. 

The devices used to record the spectroscopic data 

produced by the spectrometer were the pen chart recorder 

and the digital panel meter. The function of the 

recorder was to make a hard copy of the spectral line 

profiles as the lines were scanned by the spectrometer. 

The meter could be used simply as a milli-voltmeter to 

manually record the spectrometer calibration data or as 

part of a "data logger" system in conjunction with the 

Hewlett Packard HP97S programmable calculator. 

A "distribution box" was constructed to house the 

meter and the interfacing electronics necessary to' 

complete the inter-connection of the data recording 

devices. A schematic diagram is shown in figure 3.11 

and summary data on the devices ~sed is given in table 3.2. 

3.6.1 Pen Chart Recorder. 

The characteristics of a spectral line profile 

obtained using the pen chart recorder, in addition to 

those conferred upon it by the excitation conditions 

in the MIP itself and by the instrument bandpass 

(section 3.9), are determined by the gain, output offset 

~nd integrator time constant of the DC amplifier, 

monochromator scan speed and the chart paper speed. 

Using a suitable amplifier gain the output offset was 

adjusted to give a convenient baseline reading 

(corresponding to the spectral background signal) on the 

chart paper. A value of integrator time constant was 

chosen which gave sufficient noise reduction and did not 

introduce any distortion of the line profile peak, the 

latter determining the time constant upper limit. 
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Pen Chart Recorder 

Digital Panel Meter 

Honeywell Brown y:t recorder 

0.25 sec Response Time 

0-10 mV Input voltage Range 

Variable Chart Paper Speed 

(by gear selection) 

Analogue Devices AD 20l6/B 

3i Digit LED Display 

100 M.n. Input impedance 

100 pV Sensitivity 

~ 200 mv input voltage range 

13 line BCD output 

Data output hold facility. 

HP97S Programmable Calculator Hewlett Packard programmable/ 

plus I/O Port. scientific calculator with I/O 

(10 digit BCD I/P + 4 Flag O/P 

lines) "Handshake" Facility 

Internal Thermal printer and 

Magnetic Program card reader, 

LED display. 

D.C.Amplifier 

Brookdea1 40lA Amplifier 

30 mS Monostab1e 

See section 3.5 

See Section 6.2.1. 

74121 T.T.L. Monostable IC 

Pulse shaping circuit on O/P 

Table 3.2 Data Recording Devices, Equipment used. 
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Chart paper speed gears were selected so that where 

spectral intensity was to be described ~y line area, a 

monochromator scan speed of 0.1 nm min-1 yielded a 

suitable line profile which could be integrated using 

Simpsons method (section 3.8.1). However, when peak 

height only was used, ~aster monochromator scan speeds 
of 0.5 and 1.0 nm m;n-l were ~ employed to economize in the 

time spent taking a complete set of spectral measurements. 

When the chart recorder was switched off it was found 

to slightly load the output of the DC amplifier, subsequently 

therefore, it was disconnected when not in use. 

3.6.2. The Digital Panel Meter and HP97S Calculator 

(Data Logger). 

A signal integrator was construc~ed using the digital 

panel meter (DPM) and HP 975 calculator for use when 

evaluating the spectrochemical performance of the MIP 

(for which the Brookdeal 40lA amplifier, shown in figure 

3.1 was also used). However, due to the very labour 

intensive nature of line area determinations using 5im~son's 

method and because the only difference between an integrator 

and a data logger as herein descri~ed is the type of ~rogram 

running on the HP 975, it was decided to automate the 

procedure and compute the area as the spectral line was 

being scanned. 

The signal integrator and data logger programs for 

the HP 975 calculator incorporated an identical method 

of reading BCD data from the output of the DPM. This 

consisted of temporarily halting program operation, 

clearing the input register and inhibiting the updating 

of the DPM's output. Data entry was self-initiated 

following a 30 ms pause generated by the monos table and 

the output signal voltage, measured to a resolution of 

tenths of milli-volts read into the calculator's input 

register. with data entry complete, program operation 

was restarted so that suitable signal processing could 

be carried out. Data logger program operation was 
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begun at the start of each spectral line scan so that a 

mean background signal could be determined (section 3.3). 

The line profile data was then read at a sampling 

rate, R of 21.09 min- i
, or a reading every 2.845 seconds. 

At a scan speed of 0.1 nm min- 1 this corresponds to a 

wavelength interval between readings ~f 0.005 nm and 

therefore constitutes a marked improvement in spectral 

resolution over Simpson's method. Even so the area of 

a particular spectral line calculated by both methods 

were in close agreement, validating the adequate resolution 

of the wavelength interval used in Simpson's method. When 

the line scan was complete, any numeric keypress on the 

HP 975 during a I second pause period would cease data 

entry. After requesting the monochromator scan speed, 

V the calculator evaluated the line area using the 

collected data (section 3.8). 

The data logger was slightly sensitive to electrical 

interference which could corrupt the input data, resulting 

in large errors in the computed line area. Every effort 

was made to reduce this sensitivity by suitable shielding 

but the problem was never completely cured. Therefore 

the HP 97S data logger and the pen chart recorder were 

always operated simultaneously so that a hard copy of a 

spectral line profile was available should the computed 

line area be in error. The line area could then always 

be evaluated by Simpson's method to eliminate the need 

to repeat the scan. 

78 



3.7 Calibration of the Optical Sysrem. 

With the filament lamp illuminating the monochromator 

entrance slit and a wavelength setting of 300 nm, the 

output of the DC amplifier was recorded, using the DPM. 

The monochromator was then reset to the next highest 

required wavelength, using the scanning moto~ operated at 

a speed of 25 nm min-
1 

and the amplifier output noted again. 

This procedure was repeated in appropriate steps up to 

800 nm producing a set of values denoted Hl(X). The 

procedure was then repeated in the reverse direction down 

to 300 nm producing a second set of values denoted H
2

(A). 

The mean instrument response function H (A), given by 

= Hl(A) + H2 ().,) 

2 

is automatically compensated for the presence of optical 

filters in the light path (section 3.2) but as yet is not 

compensated for the spectral output of the filament lamp 

given by the Planck formula, 

2hc 2 exp ( hc - 1) 
B 0 (A , T ) = A. 5 Ak T 

where all symbols have their usual meaning. 

Having evaluated a set of Bo(A,T) at the required 

wavelengths, the values of tungsten emissivity, E (A) 

measured by Ornstein, 1936 (77) were used to calculate 

the true spectral output of the lamp, B (A,T) given by 

B(A,T) =E(X).B (A,T) o 
the implicit assumption being that the tungsten filament 

lamp is a 'grey body' light source. 

The response of the filament lamp was independently 

checked using an Internation Laboratory type lL 700 

radiometer and good agreement was found between measured 

and calculated spectral intensities over the range of 

wavelengths used. 

The true response of the optical system as a function 

of wavelength is then given by 

H( A ) 

B( A ,T) 

and a typical example is illustrated in figure 3.12. The 

solid curve shows the actual response with the effect of 

the filters clearly indicated. 
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When the calibration was carried out it was found to 

be convenient to use a DC amplifier gain setting of 

approximately X 1. Now the value of gain selected will 

affect the shape of the response curv.e obtained but the 

ratio of H CA) at two different wavelengths will be 

identical for two different gain settings since the 

amplifier response is linear for all gain (section 3.5) 

and zero electrical output is registered on the DPM when 

light is prevented from ent~ring the monochromator entrance 

slit (see section 3.3). 

To compare the intensity of a spectral line at a 

wavelength ~l to another atA2 it was found to be 

convenient to evaluate a 'correction factor' for this 

spectral line given by the ratio of H (~) to H CAl)' 

= H'cA2 ) 

HCAl ) 

such that if the intensity of the spectral line at Al is 

denoted i1 then the corrected intensity II is given by, 

II = i 1 . CF (>-'1) 
A value of wavelength, A 2 was chosen to which all intensi ty 

measurements were referred. This was denoted the reference 

wavel ength, A R~H' and since of arbi tary value was 
.t..~ 

conveniently chosen depending on the spectra under 

consideration, Table 3.3 gives the values of AREF for 

the argon, iron and OH spectra. 

Spectra 

Ar 

Fe 

OH 

603.21 

370.00 

320.00 

Table 3.3. The Reference Wavelengths. 
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using the appropriate A a set of corr~ction factors 
REF 

were evaluated using the equation 

CF (A) = 
H(A

REF
) 

H(A) 

where X took the values of specific MIP spectral features 

investigated (chapter 5). 

The tolerance on each CF(A) was evaluated using the 

expression 

~CF (A) + H(A
REF

)+ H(~RPJF ) = -
H(A)- HCA) + 

2 

where the superscripts "+" and tt_tt denote the maximum and 

minimum values respectively of the measured quantities. 

The spectral response of the filament lamp was also 

express as a correction factor, denoted MFBCA,T) and 

evaluated using the expression 

MFB(~,T) = B(AREF,T) 

BCA, T) 

with the tolerance given by the expression 

6 MF B (.~, T) = + B(AREP,T)+ 

B (A, T) 

2 

B(ARSF;)­

B(A,T)+ 

To simulate the calibration curve in figure 3.12 an 

overall correction factor, C(A) was evaluated using the 

expression, 

C ( A) = MF B (A, T) 

with the tolerance given by the expression, 

+ = -
2 

The optical system calibration was automatically 

calculated as a set of C(A) correction factors by the 

algol 60 program used to evaluate the Boltzmann equation 

(Appendix A3), so that relative spectral line intensities 

could be determined directly from the spectral data. 

82 



a) 

Half-Width 

~o 

Exit Slit Aperture 

b) 

Half-width 

Line Area 

Baseline 

Figure 3.13 a) Observed Spectral Line ?rofile 

Half-~idth = 5 x Exit Slit Aperture 

b) Result~nt Output Profile 
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3.8 Determination of S~ectral Line Intensity 

When the monochromator is set to a particular 

wavelength, the response measured at the output of the 

DC amplifier is proportional not only to the spectral 

radiance of the illuminating source at this wavelength but 

also to the sum of contributions from a given wavelength 

interval called the instrument bandpass. 

Figure 3.13a shows an hypothetical spectral line 

profile, emitted by the NIP whose image is formed in the 

plane of the monochromator exit slit and figure 3.l3b 

shows the resultant output line profile which would be 

produced when the spectral line is scanned past the exit 

slit, represented by the aperture. The output line 

profile shows the two parameters which IT,ay be used to 

express the spectral line intensity. These are the peak 

height, which is the height of the intensity maximum above 

the baseline~arid the line area which is the area bounded 

by the baseline and the curve of the line profile itself. 

The parameter used to represent the intensity depends 

primarily on the relative shapes of all the spectral lines 

belonging to the set used to determine a temperature, eg. 

all the argon spectral lines scanned. 

Every ordinate, Y of the output line profile is 
n 

proportional to the integral of the total light, shown 

shaded in figure 3.13a, "seen" by the exit slit when the 

monochromator is at this wavelength. The observed and 

output line profiles have similar shapes with virtually 

identical half-widths which is 5 times larger than the 

exit slit aperture. A similar situation exists for the 

line profile illustrated in figure 3.14(a) with a half­

width equal to twice the instrument bandpass. Figure 

3.14(b) however illustrates the situation when a spectral 

line with an identical peak height but a half-width equal 

to one third of the instrument bandpass is scanned. The 

output profile now produced has a totally different shape 

to the observed spectral line and its half-width is that 

of the instrument bandpass itself. ~hen comparing the 

intensity of the two spectral lines sh~wn in figure 3.14 
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Figure 3.14 a) Observed Spectr~l Line, Half-~idt~ = 2x 

Instrument Bandpass. 

b) Observed Spectral Line, Half-~idt~ = lx 

Instrument Bandpass. 
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therefore, use of the peak height af the output profile 

would be inadequate. However, the area bounded by the 

output profile and the baseline is still proportional to 

the area of observed spectral line profile and hence 

its spectral radiance in both cases shown according to 

Seshadri and Jones, 1963 (78) or Penner, 1959 (79). 

Because of the considerable variability of the shape 

and half-width of the 20 argon atomic spectral lines 

scanned, the line area of the output profile was the 

parameter used to represent the intensity. Only where 

observed spectral lines were of identical shape, as in 

the case of the OH molecular spectra, was the peak height 

of the output profile used as the spectral intensity 

parameter. 

The line area was determined by one of two methods, 

Simpson's numerical integration method or by automatic 

computation using the data logger. 

3.8.1 Determination of Line Area by Simpson's Method. 

The area bounded by the curve of the line profile 

and the baseline was evaluated using Simpson's method for 

numerical integration in the usual way. Figure 3.15 

summarises the procedure used. 

For the narrower spectral lines with half-width less 

than 0.1 nm the strip width 5, was set to the minimum 

practical value of 0.01 nm. The resolution was sufficient 

with the resulting number of y ordinates for the line 

profile to be described as accurately as was possible. 

For the wider spectral lines with half-widths greater than 

0.1 nm, a value of S equal to 0.02 or 0.03 nm reduced the 

number of y ordinates and hence the labour involved in 

the manual calculation of the line area without significantly 

affecting the line area calculated. 
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Figure 3.15 Line Area Determined Using Simpson's ~ethod 

Figure 3.16 Automatic Determination of Line Area 
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3.8.2 Determination of Line Area by the 0ata Logger. 

The data logger system described in section 3.6 

yielded the following data from which the line area was 

computed immediately after the line scan was complete. 

Background Signal Intensity 

Summary of y ordinates 

Number or ordinates. n 

Monochromator scan speed V 

The calculator evaluated the small wavelength interval 

given that = VIR 

and the line area as shown in figure 3.16. 

Element Area = (Yn - Bn)dA 

Total Line Area =~ ey - Bn)~A n n 
The background signal B was evaluated on the low wavelengt~ 

side of A , the centre wavelength of the spectral line. 
o 

It is assumed that the background intensity is constant 

over the entire line range. Therefore B can be replaced n 
by the single value B. The equation above for the total 

line area then sim~lifies to:-

Area = (L:nYn - B.n)~~ 
which was directly evaluated by the calculator. 

In the case of the 433.36 nm line which sits on a sloping 

background signal caused by the proximity of the HX spectral 

line of hydrogen, the line area was calculated only by 

Simpson's method. 

Errors on Line Intensity Measurements. 

a) When peak height was used as the line intensity 

parameter, the error on this parameter was 

estimated as the uncertainty of measuring the 

true peak height above the background signal. 

b) When line area was used, the error on this parameter 

was evaluated as the multiple of the peak height 

uncertainty and the uncertainty on the half-width. 
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Chapter: 40) Irr.pedance I:~~;.surements on tflP MIP. '.~'< .. ' 

4.1 Tuning of the Unloaded Slab-line Cavity. 

The scattering (S) parameter representation of the 

slab-line cavity formulated by Hammond, 1978 (56) 

(section 2.3), ignores the two large discontinuities in 

cavity geometry. These occur where the inner conductor 

ends (at the point where the discharge tube is placed) 

and at the junction between the two cavity sections and 

produce distortions in the electric fields within the 

cavity. 

HamffiQnd found that the effective shunt capacitance 

of the junction, calculated from the data given in studies 

by Whinnery et aI, 1944 (80) and Kraus, 1960 (81) had a 

negligible effect on the theoretical model he used to 

describe the slab-line cavity. However, the 'fringing' 

electric fields at the end of the inner conductor were 

found to appreciably lengthe~ the electrical length of 

the cavity section. This necessitated tuning the cavity 

by shortening the inner conductor until the input 

reflection coefficient had zero phase at a frequency of 

2.45 GHz. The equipment illustrated in figure 4.1 and 

tabulated in ta~le 4.1 was used. 

The modulus of the cavity input reflection coefficient, 

which falls sharply near resonance, could be used to 

determine the resonant frequency of the slab-line cavitv 

although Hammond reports difficulties in such a measurement. 

This is because determination of the modulus of the cavity 

input reflection coefficient requires the measurement of 

the very large voltage standing wave ratio, VSWR created 

on the transmission line by the open circuit termination 

of the unloaded slab-line cavity. 

Only the position of the voltage minima, determined 

by the method of bracketing (section 4.3) is required to 

determine the phase of the cavity input reflection 

coefficient. The position of the voltage ~inima are not 

nearly so sensitive to any mechanical stresses exertej on 

the cavity structure or the value of VS~R. 
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UnloaClen 
Cavity 

Cavity Input 
Reference Plane 
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Slotte" Line for 
voltage Mtnil'1a 
Measurements 

vs~ E!J ~Heter 

Freauency 
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Low Power 
(2-4 GHz) 
Oscillator 

Figure 4.1 Microwave system for Measurinq the Phase of the Cavity 

Input Reflection Coefficient. 

Equipment Type Manufacturer 

Microwave Generator 6056 Marconi Saunders Ltd 

VSWR Meter 6593A " " ,. 

Frequency Meter 536A Hewlett Packard 

Slotted Line 874 LBA General Radio Corp 

Detector Diode IN 21B Siemens GmBh 

Table 4.1 Equipment used to tune the unloaded slab-line cavi t~'. 
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Measurement of the positions of the voltage rr.inima 

along the slotted transmission line (section 4.3) were 

made relative to the 'input reference plane' of the slab­

line cavity shown on figure 4.1. This was determined by 

replacing the slab-line cavity with a high quality short 

circuit termination. The position of the cavity input 

reference plane was fully compensated for all dielectric 

(PTFE) spacers used to support the inner conductors of 

the transmission line. 

The slab-line cavity employed in this work was tuned 

using two different configurations of the inner conductors 

(figure 4.2)~ 

Figure 4.3. illustrates the dependence of the. phase of 

the cavity input reflection coefficient on the operating 

frequency for these two inner conductor combinations used 

after they has been correctly adjusted for length. 

For both inner conductors, the unloaded cavity gain, 

Gowa·g calculated using, 

Go = 2 Zc 
ZF 

where Z 
c = 138 Log(4rrb/a), b = separation of the parallel pIa 

a = diameter of the inner conductc 

and Zf = 138 Log(c/d), c = diameter of outer conductor. 
d = diameter of inner conductor. 

The physical dimensions and unloaded gain of the slab-lir. 

cavity using these inner conductors are tabulated in ta~le 4.2 

When the dry argon MIP was operated in the slab-line 

cavity (section 3.1), the inner conductor giving G = 18.5 
o 

was used. However, when the analytical MIP was operated 

in the slab-line cavity, the inner conductor giving G = 5.5 
o 

was found to give more reliable operation when varying 

amounts of different sample solutions were aspirated. 

The quartz discharge tube was positioned in the slab­

line cavity so that a small 'coupling gap' existed between 

it and the end of the inner conductor. Hammond reports 

that without this coupling gap the quartz tube would be 

rapidly punctured by the coronal discharge formed between it 

and the end of the inner conductor. The coupling gaps used 

with each inner conductor configuration are given in 

table 4.2. 
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Inner Conductor Inner Conductor Unloaded 
(Slab-line) (Coaxial Feed) Cavity 

Gain G 
ODe a Length Coupling Z OD, d Z 0 

(mm) (mm) Gap (mrn) (Ohffi) (mm) (Oh~) 

3.18 26.6 3.4 139.1 ~ 11.11 15.1 18.5 

6.35 25.4 1.5 97.5 7.94 35.2 5.5 

Parallel Plate Separation, b = 25.4 mm 
Internal Diameter of Coaxial Feed Outer Conductor, c = 14.29 m 

Lengtln" " "Inner" = 30.60 m 

Table 4.2. Slab-line Cavity Parameters. 
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4.2 Microwave Plasma Excitation and Measurement System. 

The microwave system used for the argon MIP generated 

in the slab-line cavity is illustrated in figure 4.4. A 

list of each item of equipment used may be found in table 4. 

The slotted line was used in conjunction with the 

calibrated attenuator to measure the VSWR on the system. 

The calibrated attenuator consisted of a waveguide operated 

below it's cut-off frequency. To avoid multiple mode 

excitation within the attenuator it was necessary to positiol 

a minima of the voltage standing wave exactly beneath the 

aperture coupling energy into the waveguide. This was 

achieved using the moveable short circuit tuning stub, a 

voltage minima being correctly positioned when a maximum 

reading was observed on the DVM. This operation eliminates 

the need to compensate the attenuator readings, using data 

supplied by the manufacturer which otherwise would be 

required. Attenuation is provided in the range -10 db to 

+40 db in major graduation steps of 1 db. 

The Microton 200's output power meter, although 

marked in 'Watts' actually measures the magnetron anode 

current and thus relies on the approximately linear 

relationship between the two for calibration. However, 

the magnetron's output power and operating frequency are 

dependant on the magnitude and phase of any reflected wave 

incident upon it, as can be deduced from a Rieke diagram 

(82). As a result of this behaviour of the magnetron when 

the load on it's output is varied, power readings deduced 

from the anode current are unreliable. The system for 

measuring magnetron output power adopted in this study 

uses a directional coupler and thin film thermoelectric (TFT) 

power head as proposed by Outred, 1980 (83). The reflected 

power from the microwave cavity is also measured using 

similar components and thus the TRUE NET input power 

incident upon the cavity may be determined. The power 

measurements made using this arrangement are not 

significantly affected by the distance of the directional 

couplers from the cavity since losses in the slotted line 
-1 are small, less than 0.002 db cm. Positioned as shown 

in figure 4.4, the directional couplers do not affect 
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Figure 4.4 System for Excitation of MIP and 
Measurement of Plasma Impedance. 

Type Manufacturer 

Microwave Generator Microton 200 Mk 3 Electro Medical 
Supplies 

Reflected Power 
Meter 

Directional Coupler 

TFT Power Heads & 
Power Meters 

Tuning Stubs 
Slotted Line 
Attenuator 
Coaxial T Piece 
50 Ohm Load 

Diode Detector 

DVM 

3003-20 

6423 
6460 

874-D20L 
874-LBA 
874-GAL 
874-VRL 
874-W50BL 

IN2lB 

LM1420 

tt 

Narda Microwave Corp 

Marconi Saunders Ltd .. tt 

General Radio Corp 
" 
" 
" 
" 

" 
" 
" 
tt 

" 
" 
tt 

" 

" 

Siemens GmBh 

Solartron Glectronic 

Table 4.3 Equipment to Produce the MIP in the slab-line cavit 
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measurement of the cavity input reflection coefficient. 

The main purpose of the double stub tuner was to 

reduce the reflected wave travelling back towards the 

generator so that any effect on the magnetron's operation 

frequency and output power is minimised. Being 

positioned as shown in figure 4.4 means that it is not 

necessary to include it's effect in the cavity input 

reflection coefficient calculations. 
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4.3 Microwave Measurement Method. 

With the slab-line cavity loaded with an argon MIP 

running at some desired input power and gas flowrate the 

VSWR, 'Sf was measured using an attenuator method 

described by Sucher and Fox, 1963 (84) from the equation, 

(db inserted) 
S = Antilog 

20 

using the calibrated attenuator. 

The phase, ¢ IN was calcul a ted from the pos i tions, 'x', of 

the voltage minima on the slotted line, measured using the 

'method of bracketing' described by Sucher and FOX, 1963 (84) 

from the equation, 

= 
41Tx 

A 
+ n1'f 

2 

where In' is an integer between 2 and 8. Voltage minima 

positions were measured relative to the 'cavity input 

reference plane' (figure 4.4), the position of which was 

determined from the voltage standing wave minima on the 

slotted line when the slab-line cavity was replaced by a 

short circuit termination. The plane of the short circuit 

was known to exactly coincide with the near end of the low­

impedance feed section of the cavity. 

Line 
Voltage. 

Figure 4.5 

position on Line 

Measurement Sequence for Method of Bracketing. 
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The exact measurement procedure used was as follows, 

1) With 5 db set on the calibrated attenuator the carriage 

of the slotted line was moved to approach the first 

minima position and the DVM monitoring the line voltage 

observed until the reading fell to some predetermined 

and convenient value, typically 5 mV. The position 

of the carriage, corresponding to reading 1 on figure 

4.5 was noted. 

2) The carriage was again moved, in the same direction 

until the minimum voltage position was reached. The 

DVM reading, corresponding to reading 2 on Digure 4.5 

was noted. 

3) The carriage was again moved until the DVM again read 

5 mV, i.e. same as in step 1. The position of the 

carriage, corresponding to reading 3 on figure 4.5 

was noted. The minima position was then calculated 

from, 
x = Reading 1 - Reading 3 

2 

4) The carriage was then moved until the position of the 

first voltage maxima was reached (DVM attains maximum 

value). 

Using the calibrated attenuator, attenuation was added 

until the DVM showed the same reading as at the voltage 

minima. The attenuation added, corresponding to 

reading 4 on figure 4.5 was read from the graduated 

scales on the attenuator. The 'inserted db' was then 

given by, 
db inserted = Reading 4(db) - 5(db) 

and hence the VSWR, S calculated. 

5) The calibrated attenuator was reset to 5 db, i.e. the 

value set prior to step 1, it's barrel being turned to 

a value just less than 5 db and then reversed in 

direction to approach the 5 db in the same direction 

as the 'inserted db' was added in step 4. This 

minimised any effects due to mechanical backlash in 

the calibrated attenuator's screw thread. 
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This process detailed in steps 1 to 5 was then repeated 

for each of the voltage minima and maxima on the line. 

using the slotted line it was generally possible to measure 

the position of 6 voltage minima with 6 corresponding VSWR, 

S, measurements. Since 
S - 1 

= 
S + 1 

it follows that in the subsequent analysis, the modulus of 

the cavity input reflection coefficient, I PINt was evaluated 

six times using each'S' value and a mean result calculated. 

Similarly the phase, P'IN was evaluated six times using each 

'x' value with a corresponding 'n' value in the equation 

given on the previous page and a mean result calcul~ted. 

For the tuning of the unloaded slab-line cavity described 

in section 4.1, steps 2 and 4 were omitted since only the 

phase of the cavity input reflection coefficient is required. 

Having measured the modulus and phase of the cavity 

input reflection coefficient, the S parameter representation 

of the slab-line cavity (section 2.3) was used to determine 

the value of the microwave impedance of the plasma load, a 

complex quantity of the form ZL = R - jXc which includes the 

effect of the argon MIP, quartz tube and coupling gap. 

According to Hammond, 1978 (56) the quartz tube and coupling 

gap give a net capacitive contribution to the complex impedance 

and therefore appear in it's imaginary part, X leaving the c 
real part, R representative of the argon plasma itself. 

The experimental data obtained from the microwave 

measurement apparatus was processed using a program, written 

in Algol 60 and run on the Polytechnic's DEC 10 computer. A 

copy of this program may be found in the appendix A 3. The 

~lab-line cavity S parameters do no completely account for the 

small electrical losses in the cavity structure. These losses 

may be accounted for in the full analysis of the experimental 

data by use of the slab-line cavity transmission (T) parameters 

which are analogous to the S parameters except that the value 

of attenuation constant, oC (section 2.3) is not zero. 

Consequently the computer program calculates the cavity T 

parameters based on a value of conductivity of 10
6 

S m-
1

• 
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4.4 Relationship Between Load Impedance and the Electron Densit 

The load impedance, ZL of the dry argon MIP generated 

in the slab-line cavity was measured simultaneously with 

the electron density, N (section 5.4.2). The aim was to 
e 

investigate the potential link between these two fundamental 

properties of the MIP and to show that the value of N would 
e 

have a particular influence on the real part, R of the load 

impedance. In considering a link between Nand R it is 
e 

useful to discuss the theoretical relationship between the 

parameters involved. 

The electrical conductivity, C)of a plasma, in the 

absence of an external magnetic field has been shown by 

Spitzer, 1962 (85) to be 

cs = 0.015 T .,./?. / X Log A 
e e 

-1 Sm 

where T is the electron temperature, X is the effective 
e 

ionic charge and A is given by 

A = 12TT t:~Te rt /Ne' 
where E is the permittivity of free space, k is the 

o 
Boltzmann constant and e is the charge on the electron. 

The effective ionic charge, X = 1 in a predominantly singly 

ionised plasma, as has been found to be the case for argon 

MIP studied. Spitzer's equation for c> has been translated 

into SI units in a manner similar to that used by Leonard, 

1965 (86) but may be further expressed in more useful units 

as suggested by Delcroix, 1960 (87) by converting to the 

plasma resistivity, ~ using the equation, 

rt = 1 
6" 

= 1 T -~h. Log A 
e e 

O.CIS 

The plasma resistivity may be evaluated for a typical 

argon MIP generated in the slab-line cavity with Te = 
15 -3 5 and N = 10 cm and is found to be of the order of x 

dry 

7500 K 
-4 10 ll.m. 

e 
In discussing how the real part, R of the load impedance might 

be related to ~ , it is necessary to consider the physical 

dimensions of the MIP as they appear to the exciting microwave 

field in the slab-line cavity. 
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Under most operating conditions the dry argon MIP 

generated in the slab-line cavity completely fills a 1 mm 

internal diameter quartz tube to the full inside height of 

the cavity except for the small region near the end of the 

cavity inner conductor. For simplicity it may be assumed 

that the quartz tube, placed with its longitudinal axis 

perpendicular to the cavity inner conductor contains a 

plasma column of known dimensions. 

This plasma column may be treated as an equivalent 

resistor through which a current might be induced to flow 

by the exciting microwave field in a direction parallel to 

the longitudinal axis of the discharge tube. Ta~ing the 

cross sectional area, A and the length, 1 of the discharge 

tube within the confines of the slab-line cavity, a total 

plasma resistance RT may be evaluated using the value of 

found for the typical MIP and the equation 

= rt· 1 
A 

Substituting in real values for 1 and A, a value of RT 

equal to 61.5 11.. is ob tained. 

By virtue of the logari thm term in the equa tion for 'l. ' 
it is apparent thct the value of RT will be relatively 

insensitive to changes in 'N. For example, if N were e e 14 -3 . reduced by 50% to 5 x 10 cm ,RT would only lncrease 

to a value of 65.5fl ie. a change of approximately 6%. 

Conversely, the value of RT is seen to be highly 

dependent on the value of T , a term which appears twice 
e 

in the equation for '1.. A doubling of Te to 15000 K causes 

RT to reduce to 25.8 J'L i.e. changes in Te cause 

approximately equal and opposite changes in RT• 

Since the electron temperature was not directly 

measured, determination of Ne' from the Stark broadened H~ 

spectral line profile (section 5.41) required that a value 

of T be assumed. Although this was not a problem in the 
e 

determination of Ne' it is obvious that RT is more dependent 

on a parameter for which a value has to be assumed than one 

for which actual values were measured. 
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There are two other practical factors which need to 

be considered in regard to the validity of the theoretical 

value of RT calculated here. In the event of the dry argon 

MIP incompletely filling the cross section of the discharge 

tube, the volume of plasma will be reduced, hence RT will 

increase. Also the investigation of the variation of Ne 

along the length of the MIP (section 5.4.2 A) suggests 

that RT might be better calculated using a mean value of Ne 
15 -3 which is somewhat lower than the 10 . cm used, again 

producing an increase in the theoretical value of RT• 

Thus it would be expected that the value of RT = 61.5!L 

calculated here constitutes an approximate lower limit 

value. 
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4.5 Microwave Impedance of the Dry Argon MIP. 

4.5.1 Dependence of Impedance on Argon Flowrate and 
Input Power. 

An important consideration in the interpretation of 

the impedance results presented here was found to be the 

actual volume of plasma within the confines of the cavity. 

Using configuration A (section 3.1), the dry argon MIP, 

contained within the quartz tube normally filled the 

entire cross-section except for the central region near 

the end of the cavity inner conductor where distortions 

in the electric field pattern cause the MIP to become 

constricted. The MIP length was found to be especially 

dependent on the net input power applied to the cavity and 

to a lesser extent the gas flowrate. 

At low input powers, less than 50 W, the MIP length 

is less that the inside height of the cavity. As the 

input power was increased, the length of the ~IP increased 

~ntilit extended from top to bottom of the slab-line 

cavity (a distance of 8.5 cm), ie the cavity was 

'completely filled'. The input power for which this 

occurred was found to be slightly dependent on flowrate. 

For a flowrate of 1.0 1 min- 1 , this input power was 

found to be in the range 30 to 35 W, whereas at 0.1 1 min-
1

, 

an input power of 45 to 50 W was required. Further 

increase in input power caused the MIP length to increase 

until for input powers greater than 120 W, an HIP of 

approximately 15 cm length was formed irrespective of 

flowrate. This MIP therefore extended well outside the 

confines of the cavity. 

The dependence of load impedance and electron density 

on net input power applied to the cavity was investigated 
. -1 h at gas flowrates of 0.1, 0.5 and 1.0 1 mln • T e 

electron density results are reported in section 5.4.2C. 
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The impedance results are shown in figure 4.6 for 

all the three flowrates. The most noticeable feature 

is the peak in the value of R at the low end of the range 

of input powers investigated. This peak in the graph of 

R versus input power occurs as the NIP length was 

increasing to the point where the cavity is just completely 

filled. Thereafter as the input power was increased, the 
+ value of R settles to a steady 4.0 - O.lIt irrespective 

of flowrate. It was deduced that this peak in the graph 

is caused by a change in the volume of MIP within the 

cavity confines and that the peak shape is ~ependent on 

flowrate. At a gas flowrate of 0.1 1 min-1 , the peak in 

R is both higher and narrower whereas at 1.0 I min-1 , the 

peak is lower and broader. 

A possible explanation for the change in the peak 

width might be that at the point when the YIP just 

completely fills the cavity, it's homogeneity within the 

cavity confines continues to improve as the input power 

is further increased. This would appear to occur more 

rapidly at the flowrate of . -1 0.1 I mln compared to 1.0 
-1 I min_ • The peak height is undoubtably a function of 

the MIP length which was itself found to be a function 

of flowrate at input powers of approximately 50 w. 
This change in the shape of the peak is believed to 

be symptomatic of the dependence of R on flowrate when 

intermediate input powers are applied to the cavity as 

shown in figures 4.7 and 4.8. 

The investigation of the variation of electron 

density along the length of the dry argon MIP (section 

5.2.1 A) SUgg~3ts that even when the MIP extends well 

outside the cavity, it never reaches com9lete homogeneity. 

The dependence of load impedance and electron density 

on the flowrate was determined for flowrates in the range 

0.1 to 1.37 I min-1 for microwave input powers of 

50 ~ 2 Wand 123 ~ 4 w. 
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Figure 4.7 shows the impedance results obtained 

from these measurements which may be summarised as follows. 

In all measurements, the imaginary part of the plasma 

impedance was found to be constant at a value of 66 : 1.OJL 

for all flowrates investigated. At an input power of 123 W 

the real part, R was also found to be constant at 

4.0 ! 0.2IL for all flowrates investigated. 

However, for an input power of 53 W, the value of R 

was found to be dependent on flowrate, varying between 

4.0 and 5.OJL. For this particular input power there 

are two features of the results discussed so far which 

are significant. Firstly the extent to which the MIP 

fills the cavity, which is dependent on flowrate and 

secondly the change in the MIP homogeneity (This being 

shown by the increasing width of the peak in the graph of 

R versus input power as the flowrate is increased). Both 

these are known to affect the value of impedance measured. 

It is therefore difficult to infer that the variation in R, 

shown in figure 4.7 for an input power of 53 W, is caused 

by some fundamental chanae in the properties of the MIP 

when such a wariation could easily be explained in terms 

of a combination of these other two processes. 

Figure 4.8 is a plot of R versus flowrate for input 

power in the range 50 to 125 W which has been constructed 

by transposing the data given in figure 4.6. It quite 

clearly shows the effect that the level of input power 

has on the variation of R with flowrate, verifying the 

data presented in figure 4.7. 

The simultaneous measurement of the electron density 

(section 5.4.2 B) showed that it, unlike the impedance was 

highly dependent on gas flowrate although only slightly 

dependent on the microwave input power applied to the 

cavity. 
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4. S. 2 -------uependence of Impedance on Dimensions of Discharge Tube. 

A dry argon ~IP was generated in the slab-line cavity 

using configuration A (section 3.1) at a flowrate of 

0.1 1 min-1 and the load impedance and electron density 

determined for the different quartz discharge tubes detailed 

in table 4.4. The electron density results are reported in 

section 5.4.2 D. 

As can be seen the imaginary part, X of the load c 
impedance is virtually unchanged in progressing from 

discharge tubes wi~h wall thicknesses of 2.5 down to 1.75 mm 

and only for the smallest wall thickness (1.0 mm), was any 

appreciable change in X observed. X is not therefore c c 
critically dependent on the amount of quartz within the 

cavity, a view supported by Outred, 1981 (88) who found 

to be more dependent on the size of the coupling gap. 

x 
c 

The value of R is clearly dependent on the exact size 

of the discharge tube used, varying from 4.0 to 4.8..n.. as 

the tube wall thickness employed was changed from 2.5 to 

1.0 mm. In all cases the MIP length was appreciably 

greater than the slab-line cavity height, i.e. the cavity 

was completely filled. Therefore the value of R is not 

dependent on the volume of ~IP within the cavity, shown by 

the fact that where different tubes have the sarr.e ID but 

different 09, i.e. identical MIP volumes, the value ::;£ R 

measured were different. 

It seems more likely that the variation in R is caused 

by the shift in the relative positions of MIP and maxi~um 

electric field strength in the cavity (see figure 5.15, 

section 5.4.2 D). 

It would appear from the results that R is not 

dependent on the I·1IP only as assumed by Hammond, 1978 (56). 

Tube Wall Thickness 
(mm) (mm) 

ID 00 

1.0 6.0 2.5 
2.0 6.5 2.25 
2.0 6.0 2.0 
1.5 5.0 1. 75 
1.0 3.0 1.0 

Net Input power=75 ! 3 w. 
. -1 

Argon Flowrate =0.1 1 mln 

R (.11..) X (.1L) c 

4.0 + 0.1 66.7 + 0.C7 - -
4.1 + 0.01 66.0 + 0.1 - -
4.2 + 0.03 66.1 + 0.05 - -
4.4 + 0.04 67.2 + 0.05 - -
4.8 + 0.02 69.3 + 0.05 - -

Table 4.4 Variation of Load Impedance as a Function of 
Discharge Tube Dimensions. 
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4.5.3 Dependence of Impedance on Nater Vapour Content 

of Argon Plasma Gas 

The effect on the load impedance of removal of the 

majority of the impurity water vapour, known to be present 

in the argon plasma gas, was determined in the dry argon 

MIP operated at a flowrate of 0.1 1 min-1 in the slab-line 

cavity. Measurements were made first prior to, then after 

operation of the cold trap described in section 3.1. 

The results are given in table 5.4 for both impedance 

and electron denSity (see also section 5.4.2 E). During 

this experiment, argon excitation temperature (sect~on 5.1.1 B) 

and OH rotational tempecature (section 5.3.1) were also 

measured. 

A significant change is noted for the electron density 

when the cold trap was operated, but both real and imaginary 

parts of the complex load impedance were little affected. 

Although the value of R did decrease slightly when the 

water vapour w~s removed, this was probably caused by the 

increase in ~IP length and consequent improvement in plasma 

homogeneity (section 4.5.1). 

MIP Length 

(cm) 

No Trap 11.5 

Trap 
Opera ted 12.5 

Argon Flowrate ~ 

Net Input Power 
= 
= 

Load Impedance 

R 

4.0 

3.9 

. -1 0.1 1 mln 
+ 60 - 3W. 

X c 

66.8 

66.8 

• 

(n.) Electron Density 

(X 1014 cm- 3 ) 

8.7 

5.4 

Table 4.5 Dependence of Impedance and Electron Density 

water Vapour Content of the Argon Plasma Gas. 
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4.6 Preliminary Discussion of Impedance 2esults. 

A significant fact to emerge from the results 

reported in the previous section is the considerably 

lower value of R measured in the dry argon MIP compared 

to the theoretical value, RT • When the MIP completely 

filled the slab-line cavity, R was found to assume a 

steady value of 4 J"L compared to a value of RT equal to 

6l.SA. 

Although it is not clear why such a discrepancy 

should exist, it is possible to consider two likely causes. 

i) An underestimate in the value of electron temperature, 

Te would result in an RT with too high a value, as indicated 

in section 4.4. 

changes in T , a 
e 

However, despite the sensitivity of RT to 

value approaching 40000 deg K would be 

required to reduce RT to the same order of magnitude as 

the measured R values. Even with the certain knowledge 

that a state of LTE does not exist in the dry argon MI? 

(section 7.1), there is no evidence for such a high electron 

temperature. 

ii) The other conclusion, strongly supported by the evidence 

from previous sections, is that the complex load impedance, 

particularly the real part, R measured in the slab-line cavity 

is not influenced by the fundamental properties of the r-lI? 

itself. Instead, the load impedance is determined by the 

operating conditions, eg. dimensions of discharge tube 

(section 4.5.2) or the physical volume of plasma within the 

cavity (section 4.5.1). 

Further support for this second view is given by the 

lack of any evidence for a strong inter-relationship between 

the plasma load impedance and the electron density measured 

in the dry argon NIP (section 5.4.2). This will be 

discussed further in section 7.2. 

Mainly because of the convincing nature of the second 

view, it was decided not to measure the load impedance of 

the analytical MIP incorporating sample aerosol introduction 

generated in the slab-line cavity. 
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Chapter 5. Spectrosco~ic Me~sprements on the VIP. 
- . ,',. • Ii. ' 

The MIP was generated from industrial grade argon 

and a survey of the MIP spectrum was undertaken using 

a 3 m Eagle spectograph. Subsequently, the optical 

system described in chapter 3 was used to obtain a 

photo-electric survey of the MIP and, using an EMI 9558B 

PMT (section 3.4), gave access ID additional spectral 

features not previously observed. 

A list of the spectral features observed is given 
in table 5.1. 

Spectrum Wavelength (or range) (nm) . 

Ar I 355.4 811.5 
H I H~, H~ , H~ &~ 
Na I 589.0/589.6 (D lines) 

OH Band Heads at 281.1 & 306.4 

NH Band Heads at 336.0 & 337.0 

Table 5.1 M!P spectral features observed. 

The general conclusions from early studies of the 

MIP concerning the usefulness of the emitted spectra 

were as follows. 

(1) That the spectra of the plasma's argon atoms was 

sufficiently intense tha± relative spectral line intensity 

measurements could be made using an appropriate selection 

of spectral lines and an argon excitation temperature 

might be determined (section 5.1). 

(2) That the spectra emitted by the OH (hydroxide) 

molecules present in the MIP with direct sample aerosol 

introduction, due to the dissociation of the introduced 

water vapour would enable relative intensities to be 

measured for a set of spectral line components of a 

suitable branch of the OH molecular spectra and hence 

for a rotational temperature to be determined (section 5.3) 
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Also the similar, though much weaker spectra emitted 

by the dry argon MIP due to the impurity water vapour 

present in the argon gas might still allow a rotational 

temperature to be determined using only the stronger 

spectral components. 

(3) That the spectra omitted by the H atoms present, 

again due to the dissociation of water vapour in the 

MIP was intense enough under most operating conditions 

to enable measurements to be made on the line profiles 

of the Stark broadened Balmer Series spectral lines, 

particularly the Hfi line (section 5.4). When the dry 

argon MIP was operated at gas flowrates of greater than 

0.8 1 min- 1 the intensity of ~ was greatly diminished 

such that the line profile parameters measured were much 

less reliable than for lower flowrates. 

(4) When analyte atoms, dissolved in aqueous solutions 

are introduced into the MIP in the form of an aerosol 

(chapter 6), their characteristic spectra is also 

observed, as is the case for similar plasma excitation 

sources used in the spectrochemical analysis of solutions 

eg. the Iep. Besides being able to determine the 

concentrations of these analyte atoms in some given 

sample mixture, certain of these atoms may also be 

used to determine plasma parameters. Subsequently 

therefore when iron (Fe) was introduced into the MIP 

relative intensity measurements were made on a selection 

of Fe I spectral lines (section 5.2). 
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5.1 Argon Excitation Temperature. 

It can be shown that the emission intensity, I of a 

spectral line, in unit solid angle per second from an 

optically thin layer of gaseous plasma is given by 

121 = N2 A2l 1 h \)21/ 4TT •••••••••••• • 5.1 

where is the plasma thickness 

is the number density of atoms in the 
upper state, 2. 

is the probability of a transition from 
state 2 to 1. 

is the energy difference associated with 
such a transition. 

If a Boltzmann distribution for the excited states in the 

atoms is assumed, then 

= ) / Z (T) ••••• 5.2 

where N is the total atom number density 

g2 is the degeneracy of the upper state, 2. 

E2 is the energy of the upper state 

k is Boltzmann's constant 

Z(T) is the Partition Function. 

The temperature parameter here is the excitation 

temperature, T for the excited levels of the atomic exc 
argon system. Combining equations 5.1 and 5.2 gives 

where C = Nlhc 
4TT 

• 1 
Z(T) 

and c = velocity of light 

If relative -s-pec:::tral-line intensi ty measurements are 

made for a set of argon spectral lines corresponding to 

electronic transitions from a range of upper energy states, 

a graphical plot of Ln(I ~/gA) versus E should give 

a straight line graph with a slope equal to l/kT provided exc 

the argon system is described by one unique temperature. 
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~ 
~ 
~ 

A 
(nm) 

355.430 

364.983 

415.858 

425.118 

425.936 

426.629 

430.010 

433.356 

522.127 

549.587 

588.262 

588.858 

591.208 

603.213 

641.631 

667.728 

675.284 

693.767 

714.704 

801.479 I. 

--- -.-.--

TABLE 5.2 

CONFIGURATION OF STATE ENERGY OF STATE(cm-1 ) 

UPPER LOWER UPPER LOWER 

6p ('31'2.)~ 45 (~/2.)~ 121270.68 93143.80 

6p' ('12.)0 ' 0 4s ('/2.,) I 122790.61 95399.87 

5 p ( ')/'1; ) 2- 4s ( ~'2,. )~ 117183.65 93143.80 

5 P ("2,), 45 ('),%,)0 
2- 116660.05 93143.80 

5p ('/1)0 45' (1'2,.)~ 118870.98 95399.87 

5p ("'2,.) ~ 4s (~'t. ); 117183.65 93750.64 

5p (5/2.,)1. 45 ( "'" ): 116999.39 93750.64 

5 p' ('}/t.) :1 45' ('/1.)~ 118469.12 95399.87 

7d (7/2.); 4p (5/")3 124609.92 109462~80 

6d {7/2,)0 .. 4p (5/2,)~ 123653.24 105462.80 

65' ('12., >: 4p (1/2.,), 121096.67 104102.14 

7s (~1'2,.)~ 4p (512.,)'l 122440.11 105462.80 
' . 4d ("2.), 4 P ("2,), 121011.98 104102.14 

5d ("7/2,): 4p (Sit. h 122036.13 105462.80 

65 ('&It.); 4p {"2.. >, 119683.11 104102.14 

4p' ('/2..)0 4s (')/2.)° , 108722.67 93750.64 

4d (~/2.)~ 4p ('It.), 118906.66 104102.14 

4d ("2.): 4p (1,2,.), 118512.17 104102.14 

4 p' (')/2.) I 4s (~/2. ): 107131.76 93143.80 

4p ( SIt.)2, 4s (~/t)~ 105617.32 93143.80 

~. - -- - _. - -- ----~-

SPECTRAL LINE DATA FOR ARGON I 

A21 ERROR A21 9 2 
(x108 s -1) <+/- %) 

0.0029 50 5 

0.0085 50 1 

0.0145 25 5 

0.0013 25 3 

0.0415 25 1 

0.0033 25 5 

0.0039 25 5 

0.0060 25 5 

0.0092 50 9 

0.0176 25 9 

0.0128 25 1 

0.0134 25 5 

0.0105 25 3 

0.0246 25 9 

0.0121 25 5 

0.0024 25 1 

0.0201 25 5 

0.0321 25 1 

0.0065 25 3 I 
0.0960 25 5 

L--. _____ 



The argon excitation temperature, Texc was 

determined from the relative intensities of the 20 

spectral lines listed in table 5.2. Data on the 

transition probabilities was taken from Wiese et aI, 

1969 (89) and that for the energy levels from Moore, 

1971 (90). Alternative sources of argon transition 

probability data were tried, for example that of 

Katsonis and Drawin, 1980 (91) but the data of Wiese 

produced the most consistent results. Spectral line 

intensities were measured as a function of integrated 

line area (section 3.8), compensated for the response 

of the optical system (section 3.7) and processed 

using an Algol 60 program (appendix A4) run on the 

polytechnic's DEC 10 computer. 
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Light Path to 
Monochromator 

Discharge Tube 

Slab-line Cavity 

Figure 5.1 Viewing Zone (B) in the Dry Argon MIP 

Generated in the Slab-line Cavit~ A=B=lO mm. 
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5.1.1. Argon Excitation Temperature of the Dry Argon MIP 

A. 
The dependence of the argon excitation temperature 

on the flowrate of plasma gas in the dry argon MIP 

operated in the slab-line cavity was determined at the 

viewing zone shown in figure 5.1. A typical graphical 

plot of Ln(IA,/gA) versus E, obtqined for a flowrate 

of 0.5 1 min-1 is shown in figure 5.2. Table 5.3 lists 

the excitation temperatures determined from the distribution 

of excited states of the argon atom fOr gas flowrates of 

0.1, O!.5, and 1.0 I min-1 • The intensity of all the Ar I 

spectral lines investigated increased by a factor of 2 

as the flowrate was increased from 0.1 to 1.0 I min-1 • 

The dependence of the argon excitation temperature 

on net input power was investigated at each flowrate. 

The Microtron power generator's output control was set to 

provide net input powers (section 4.2) of 45, 75, 100 and 

130 W, the latter net input power corresponding to the 

generator's maximum attainable output when the slab-line 

cavity was loaded with the dry argon MIP. 

As the power was increased from 45 to 130 W, a slight 

dependence on microwave power was observed. However this 

was minimal, being an increase of less than 5% on the 

temperatures stated in table 5.3. Since this variation is 

of the order of the estimated errors in determining the 

excitation temperature, proof of any such dependence is 

inconclusive. 

B. 
In order to investigate whether removing the impurity 

water vapour entirely from the dry argon MIP had any effect 

on the plasma excitation conditions, the cold trap 

described in section 3.1 was used. 
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When the cold trap was operated it had only a minimal 

effect on the relative distribution of excited states in 

the argon atom, ie. leaving the value of excitation 

temperature unchanged but it did cause an increase of 50% 

in the intensity of all the argon spectral lines. 

Flowrate 
(1 min-i) 

Argon Excitation Temperature (deg K) 

0.1 

0.5 

1.0 

4850 ! 

4800 + 

4650 ! 

150 

150 

150 

Net Input Power = 72 ! 2 W 

Table 5.3 Argon Excitation Temperature as a function 

of Flowrate in the Dry Argon MIP. 
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Plasma Viewing Zones 

MIP 

1 
~ ~----+ 

~p Cavity Plate 

------~A---~~ __ 

~ Slab-line Cavi ty 

Spray Chamber 

Viewing Zone 1 

2 

3 

= 2.5mrn below top cavity plate 

= 7.5rnrn 

= 10.5rnm 

5 mm length of MIP viewed in each case. 

Figure 5.3 Viewing Zones used by the Optical Measurement 

System for the Analytical MIP Generated in 

the Slab-line Cavity. 
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5.1.2 Argon Excitation Temperature of the Analytical MIP 

A. 

The spatial variation of the Ar excitation temperature 

measure in the analytical MIP generated in the slab-line 

cavity (Chapter 6) was determined for the 3 viewing zones 

illustrated in figure 5.3. 

Using the crossflow nebulizer, operating at a gas 
-1 flowrate of 1.0 I min ,de-ionized H20 was aspirated into 

the plasma using sample uptake rates (SUR) of 0.5, 1.0 and 
. -1 T 1.5 ml m1n. he microwave power incident on the cavity 

was kept approximately constant throughout these measurements 

and corresponded to a net input power of 65 !3 watts. 

Figure 5.4 shows the typical populations of excited 

states in the argon atom at each viewing zone when an SUR 
-1 of 1.0 ml min was used. In addition to the intensity 

of the argon spectra being lowest at the viewing zone 

10.5 mm below the top cavity plate, the measured excitation 

temperature is also lower at this point. Table 5.4 shows 

that this result is true for all 3 SUR's used. For any 
-1 particular viewing zone, the lower energy levels at 108000 cm 

appear to be in equilibrium with the higher energy levels 
-1 greater than 116000 cm • Later measurements showed that 

this was not always the case (section 5.1.2 D), and that 

the thermal limit for the argon system (section 1.3.1) lay 

between these two ranges of energy levels. The intensity 

of the Ar I spectral lines was comparable to that 

measured in the dry argon MIP, even with the changes in the 

operational conditions of the MIP, eg. slab-line cavity 

orientation (section 3.1) and sample introduction system 

,Chapter 6). 
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Viewing Zone 
see Figure 5.3 

Argon Excitation Temperature (deg K) 

5 . -1 -1 -1 

1 

2 

3 

Table 5.4 

SUR=O. ml mln SUR=1.0 ml min SUR=1.5 ml min 

7500 7000 7200 

7000 6700 7200 

5700 5700 6000 

Argon Excitation Temperature, deg K in the 
Analytical MIP. Dependence on position in 
MIP and SUR. . -1 
Argon Flowrate = 1.0 1 mln • 

+ Input Power = 65 - 3 W 
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B. . -1 
A 1.0 1 mln argon MIP was then generated in the 

slab-line cavity using the Babington nebulizer (section 6.3.1). 

Since this nebulizer is designed to operate on a flowrate of 
-1 -1 

0.1 1 min ,an extra 0.9 1 min of argon WaS delivered into 

the spraychamber via an auxiliary inlet. 

The measured argon excitation temperature (7000 deg K) 

in this MIP was identical to that measured under similar 

conditions when the crossflow nebulizer was used (see 

t~ble 5.4, Viewing Zone 2, SUR = 0.5 ml min- 1 ). 

As the auxiliary argon was removed, the MIP stabilized 

at a flowrate of 0.1 1 min- 1 and the slightly different 

distribution of excited states gave an argon excitation 

temperature of 6000 deg K. Unlike their behaviour in the 

dry argon MIP (section 5.1.1A) the Ar I spectral lines 

did not significantly alter in intensity as the flowrate 

was reduced. 

c. 
Following the introduction of a more suitable 

spraychamber (section 6.3.2), measurements of the argon 

excitation temperature were made at the viewing zone 

determined to give optimum spectrochemical performance 

(section 6.5.1) when different analyte solutions were 

introduced into the MIP. 

With MIP's generated in the slab-line cavity at 

flowrates of 0.1 and 1.0 1 min- 1 , using the appropriate 

nebulizers the distribution of excited states in the 

argon atom was determined when sample solutions containing 

Ca, Ni, Fe and KCl were aspirated at the optimum SUR of 

0.75 ml min- 1 (section 6.5.2). The results, together 

with those obtained when only deionized water was 

aspirated are presented in table 5.5. 

Typical graphs of Ln(I~/gA) versus E for MIP's 

operated at 0.1 and 1.0 1 min- 1 are illustrated in 

figures 5.5 and 5.6 respectively. 
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Analyte 

Blank 

-1 5)..1g ml Ca 

2 -1. o )..1g ml N~ 
~ 
I\) 

....J -1 1C pg ml Fe 

5 ~g ml-1 Ca 

-1 . 20 ).1g ml N~ 

-1 10 )..1g ml Fe 

Table 5.5 

Matrix 

-1 1 mg ml K 

-1 1 mg ml K 

-1 1 mg ml K 

-1 1 mg ml K 

Argon Excitation Temperature (deg K) 

1 1 · -1 F ow = o. 1 m~n 

4100 

4600 

4000 

4300 

3700 

3900 

4000 

4600 

-1 Flow = 1.0 1 min 

4400 

5000 

5000 

4500 

Argon Excitation Temperature in the Analytical MIP 

Generated in the Slab-line Cavity Dependence on Sample 



As the results given in table 5.5 confirm it was 

not possible to infer any direct relationship between 

the nature of the sample constituents introduced into 

either MIP and the distribution of excited states in 

the argon atom, although the lower excitation temperature 

in the 0.1 1 min- 1 MIP is again observed. 

D. 

Similar measurements were made on an MIP generated 
. -1 in the THOlO cav~ty at an argon flowrate of 1.0 1 min 

using the crossflow nebulizer and a suitable spray 

chamber (section 6.3). The sample solutions were 

aspirated at an SUR of 0.5 ml min-1 and light from the 

plasma was viewed axially down the discharge tube as 

we are constrained to do (section 6.5). 

A typical graph of Ln( I)" /gA) versus E obtained 

is shown in figure 5.7. Again it was not possible to 

infer any relationship between the nature of the sample 

constituents introduced into the MIP and the argon 

excitation temperature as the results given in table 

5.6 show. 

It may be noted that the excitation temperatures 

measured compare closely with the values measured for 

the 1.0 1 min-1 MIP generated in the slab-line cavity 

at a viewing zone 7.5 mm below the top cavity plate. 

This would be explained by the fact that in both 

circumstances light from the main body of the plasma 

is viewed by the optical system. However, unlike the 

MIP generated in the slab-line cavity, there is a 

pronounced lack of equilibrium between the low lying 

4p excited states of Ar I and the higher excited 

states. (see figure 5.7). 
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Analyte 

Blank 

-1 5 )Jg ml Ca 

-1 20 )Jg ml Ni 

~ -1 w 10 )Jg ml Fe 0 

-1 5 pg ml Ca 

20 pg ml-1 Ni 

-1 10 J..lg ml Fe 

Table 5.6. 

Argon Excitation Temperature (deg K) 

Matrix 1 1 . -1 F ow = .0 1 m1n 

5000 

4400 

4500 

3700 

-1 1 mg ml K 4400 

-1 
1 mg ml K 4700 

-1 1 mg ml K 5200 

-1 1 mg ml K 4600 

Argon Excitation Temperdture in the Analytical MIP 

Generdted in the TMOlO Cavity - Dependence on Sample. 
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5.2. Iron Excitation Temperature 

Using an identical method to that used for argon 

(section 5.1) relative spectral line intensity 

measurements were made for the 8 iron (Fe) spectral lines 

listed in table 5.7, and a graphical plot of Ln(I X/gAl 

versus E made in order to determine an excitation 

temperature, TEXC • 

Table 5.7 presents the atomic transition probability 

data and atomic energy level data of Bridges and Kornblith, 

1974 (92) which was found to give the most consistent 

results. The transition probability data given in the 

form, 

Log gl f 

used by these authors was converted to the form used 

in this study, according to ~iese and ~artin, 1981 (93) 

by the equation 

• • • • • • • • • • • • • • • 0 • • 5.5 

where gl is the degeneracy of the lower energy level 

involved in the transition, f is the oscillator strength 

and all the other symbols are as defined in section 5.1. 

Spectral line intensities were measured as a function 

of the peak heights of the recorded line profiles (section 

3. fl'. One bf the reaso11s fof the use of Fe sbect:ra 

to 'determine plasma' temperatuEes":is that 5p~t:t:rai - l' 

lines correspondiR<g to !'transi ti'0fis~from" a wide,;·range .. 
-j,;,.... .... 

... .,.; ',. . "'- • • , ':. ";'-',1 of JulBperl"'en@rgy levels r;oclSur~·wl:th~n"'a Fal'trly narrow ",/:1-. 
;-.1 .......... 

range of wavelength. Therefore it is not essential 

W-~pt9PlS1a.t€) t~ "meaos,:u"~"" -lirte· ifttensities for the 

~espoA~e Of the opfi~al &yate~ siric~~H(~) (section 

3.7) changes by only 4% over the 4.4 nm range of Fe 

wavelengths used. 
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Energy of state (ern -1 
Accuracy ) 

~ (nm) Upper Lower Log 91f (%) 

371.993 26875 0 -0.43 10 
373.486 33695 6928 0.31 10 
373.713 27167 416 -0.57 10 

374.556 27395 704 -0.77 15 

374.826 27560 888 -1.01 10 

374.948 34040 7377 0.17 10 

375.823 34329 7728 -0.00 10 

376.379 34547 7986 -0.19 10 

Table 5.7. Spectral line Data for Fe I 
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Figure 5.8. illustrates a typical graph of the population 

of excited states in the Fe atom, when a 10 ~g ml-1 Fe 

solution was aspirated into the r:IP gener~ted in the slab­

line cavity. 

Similar measurements were made when the MIP was 

generated in the TMOIO cavity and the result data is 

presented for both types of cavity in table 5.8. 

A comparison of these results with those given in 

table 5.5 and 5.6 highlights the fact that irrespectivve 

of cavity type or gas flowrate, the Fe excitation 

temperature is significantly higher that that deduced 

for Ar I by as much as 1000 deg K. Thus if thermal 

equilbrium exists in the MIP, it is only within a 

particular plasma species. Further weight to this 

hypothesis is added by the results for the OH molecular 

spectra (section 5.3). 

Unlike the argon excitation temperature measured 

in the MIP generated in the slab-line cavity, the Fe 

excitation temperature would appear not to be dependent 

on gas flowrate. 

The higher value of Fe excitation temperature 

measured in the MIP generated in the TMOIO cavity is 

probably due to the different part of the plasma 

viewed (section 3.1). 
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Analyte 

-1 10 ~g ml Fe 
~ 
w 
U1 -1 20 )1g ml Fe 

-1 100 J-lg ml Fe 

-1 10 ~g ml Fe 

-1 100 ~g ml Fe 

Table 5.8 

1 

Iron Excitation Temperature (deg K) 

Slab Line Cavity 

Matrix 1 . -1 F ow = 0.1 1 mln Flow = 1.0 1 min 

5800 

5600 

-1 1 mg ml K 6000 5900 

-1 1 mg ml K 5700 

Iron Excitation Temperature in Analytical MIP Generated 

in Slab-line and TMOIO Cavities. 

TM010 Cavity 
-1 Flow = 1.0 1 min 

6200 

6600 



5.3 OH Rotational Temperature. 

Table 5.9 lists the 22 spectral line comoonents of 
2" 2 L 

th PI (n) branch of the L.J - TT (0.0) system of the OH 

molecule on which relative intensity measurements were 

made. It was then possible to determine a rotational 

temperature, TROT using equation 5.4. in the form 

suggested by Dieke and Crosswhite, 1961 (94) in their 

tabulations of the OH transition probabilities, ie 

Log I K- Log AK = CONSTANT - EK Log (elk TROT) 

Their values of AK are related to the form of 

transition probability used in this study by the equation 

AK' also proportional to glf, must theoretically be 

multiplied by the factor, II A3 ~n order to obtain 

wavelength corrected line intensities. 

Spectral intensities were measured as a function of 

the peak heights of the recorded line profiles (section 

3.8). S:)me correction to the measured line intensi ties 

was necessary to com~ensate for the response of the 

optical system over the 23 nm range of wavelength of the 

spectral line components used. 

However, in practice it was found ttat such a 

correction, in addition to being slight was approximately 

equal and opposite to the theoretical wavelength correction 

required for the AK• The effect on the results was 

negligible and so both these correction processes were 

omitted. 

The 22: -2;r system of OH gives rise to a very 

complex, crowded spectrum with many spectral line 

aomponents in close proximity to one another or even 

superimposed. Consequently, with the instrument bandpass 

employed (section 3.8) the choice of 'branch' of OH spectra 

used is important to minimise the effect that spectral 

interferences have on the rotational temperature 

determined. 
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COMPONENT COMPONENT ENERGY OF UPPER AK 
-1 pI (n) vJAVEl-.,ENGTH (nm) STr~.TE (em ) 

2 308.639 32542.6 12.7 
5 310.123 32948.3 24.5 
6 310.654 33150.1 28.6 
9 312.394 33951.8 40.9 

12 314.380 35038.6 53.1 
13 315.100 35462.0 57.1 
14 315.851 35914.8 61.2 
15 316.634 36396.7 65.2 
17 318.297 37443.9 73.3 
18 319.178 38007.9 77.3 
19 320.096 38597.8 81.4 
20 321.050 39212.7 85.4 
21 322.042 39851.7 89.4 

22 323.073 40513.8 93.4 

23 324.145 41198.2 97.5 

24 325.260 41903.8 101.5 I 
I 

25 326.418 42629.6 105.5 

26 327.624 43374.4 109.5 

27 328.880 44137.4 113.5 

28 330.186 44917.2 117.5 

29 331.546 45712.9 121.6 

Table 5.9 SPECTR.~l.L LINE DATA FOR OH 
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In an initial study on the OH spectrurr a number 

of other branches of the 2[:_ 2 IT sys tern were uti lized, 

in addition to the PI Cn) branch, to deterrr.ine the 

rotational temperature. It was found that all of the 

branches investigated, eg. PI Cn), P2 (n), 01 (n) for the 

(0.0) system and PI (n) for the (1:1) system gave similar 

results. However the PI (n) branch of the (0:0) system 

was chosen because it provided the widest range of 

useable spectral lines w!;ich suffered least from 

spectral interferences. 

The OH spectra emitted by the dry argon MIP is 

produced entirely by the impurity water vapour present in 

tb.e plasma gas. The spectra was therefore not very 

intense and only the strongest spectral lines near the 

bandhead at 306.4 nm were measurable. Unfortunately this 

is the most crowded part of the spectrum where the problem 

of spectral interferences is most acute. Measurements 

of an OH rotational temperature in thp dry argon MIP 

would therefore be made using a reduced number of the 

least reliable spectral lines given in table 5.9. 

As a consequence of this it was decide~ to undertake 

only a limited study of the OPo spectra in the dry argon 

MIP, namely the effect of re~oval of the water vapour 

using a cold trap as is described in the next section. 
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5.3.1. Rotational Temperature of the Dry Argon MIP. 

Concurrently with ~easurements on the argon spectra 

(section 5.1.1B), 6 of the stronger OH spectral lines 

in table 5.9 were measured before and after the cold trap 

(section 3.1) was activated. For an MIP o~erated at 

0.1 1 min-1 the reduction in the amount of water vapour 

reaching the plasma was sufficient to cause a 500% 

reduction in the OH spectra emission. Figure 5.9 shows 

the effect this had on the distribution of excited state~ 

in the OH molecule and the consequent reduction in the 

rotational temperature from 1650 to 1320 deg K. This 

confirmed an earlier study when use of a very much less 

efficient cold trap had produced a similar though much 

smaller reduction in the rotational temperature for ~lIP's 
-1 -1. operated at gas flowrates of 0.1 1 min and 0.5 1 min 

This earlier study had also shown that the rotational 

temperature deterIT:inedf~~ the 0.5 1 min- 1 MIP was 

significantly lower by about 25% than that determined for 

the 0.1 1 min- 1 MIP. ~his is somewhat surprising since 

the origin of the impurity water vapour in the argon was 

thought to be the BOC cylinder itself and presumably more 

water vapour is entering the plasma at a flowrate of 

0.5 1 min- 1 than at 0.1 1 min-1 • From the evidence of 

the experiments made usin~ the cold trap, a higher 

rotational temperature in the 0.5 1 min-1 MIP would be 

predicted. It may be that the difference in the amount 

of water vapour entering the plasma at these two flowrates 

was minimal and some bther mechanism was responsible for 

the difference in measured rotational temperatures. 

Certainly the measurements on the analytical MIP described 

in the next section lend further weight to the idea of 

greater water vapour in the plasma producing higher 

rotational temperatures. 
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5.3.2 Rotational Temperature of the Analytical MIP 

The OH rotational temperature was determined using 

all the spectral lines listed in table 5.9 concurrently 

with measurements on the argon spectra when different 

analyte solutions were introduced into the ~IP generated 

in the slab-line cavity (section 5.1.2 C) and the TM
OIO 

c&vity (section 5.1.2 D). 

Figure 5.10 shows a graph of Log I K- Log AK versus 

EK which is typical of all those obtained for the 

analytical MIP. Table 5.10 shows the rotational 

temperature results for the two cavity types, argon 

flowrates and sample constituents investigated. 

For the MIP generated in the slab-line cavity the 

rotational temperature is slightly higher at an argon 
. -1 . -1 flowrate of 0.1 1 m1n compared to 1.0 1 m1n • 

In addition, when a flowrate of 0.1 1 min-1 was 

used the VIP generat?d in the slab-line showed a slight 

sensitivity to the presence of KCl in the sample 

solutions, which causes a reduction in the rotational 

temperature. 

No such sensitivity was exhibited by the MIP 

generated in the TMOIO cavity, where rotational 

temperatures were consistently higher than those in the 

MIP generated in the slab-line cavity at the same flowrate. 

It may be noted that all of these rotational 

temperatures for the analytical ~IP's are much higher 

than those measured in the dry argon MIP (see previous 

section). This increase may undoubtably be attributed 

to the larger amounts of water vapour introduced by the 

nebulizer. 

This suggests that the actual amount of water vapour 

present in the MIP is the determining factor regarding 

the distribution of excited states with the OH molecule 

and hence the rotational temperature in the analytical 

MIP. 
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Analyte 

Blank 

-1 5 ~g ml Ca 

2 -1. o ~g ml Nl 

~-' -1 
J-,. 10 }Jg ml Fe 
(0 

-1 5 }Jg ml Ca 

-1 . 20 }Jg ml Nl 

-1 10 ~g ml Fe 

Table 5.10 

OH Rotational Temperature (deg K) 

IvIa trix 

-1 1 mg ml K 

-1 1 mg ml K 

-1 1 mg ml K 

-1 1 mg ml K 

Slab-line Cavity 

. -1 Flow = 0.1 1 mln Flow = 1.0 1 

3300 3000 

3450 

3400 

3400 3100 

3200 3100 

3300 

3200 

3100 3050 

OH Rotational Temper~ture in the Analytical MIP 

Generated in the Slab-line and TM010 cavities. 

. -1 mln 

™ 1 . t o 0 Cavl y 

. -1 Flow = 1.0 1 mln 
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5.4 Electron Density Measurements. 

The width and shape of spectral lines emitted by atoms 

and ions in gaseous plasmas have corne under a considerable 

amount of investigation by physicists concerned with the 

interactions between atoms and ions in gaseous plasmaso 

From these studies has developed a diagnostic technique 

for electron density measurement applicable to a much 

wider field of interest, espe~~~lly in the determination of 

the fundamental physical properties characterizing laboratory 

plasmas used for atomic emission spectroscopy. 

This electron density diagnostic technique is based on 

measurement of the Stark broadening of spectral lines 

emitted by atoms or ions in the plasma. A full treatment 

of the theory of Stark broadening is beyond the scope of 

this thesis and the reader is referred to one of the many 

reviews on the subject, Griem, 1964 (57), Baranger, 1962 (95) 

or Griem, 1974 (96). However a brief synopsis of the 

theory is presented here. 

The energy levels in an emitting atom of the plasma 

are subject to the electric fields produced by charged 

perturbers, electrornand ions which interfere with the 

frequency spectrum of the emitted photon via the Stark 

effect, causing a shift in the wavelength of the spectral 

line. Over the total number of emitting atoms and 

perturbers these wavelength shifts are smeared out and a 

Stark broadened spectral line is observed. 

The extent of this broadening is dependent to some 

degree on the density of perturbers and to the type of 

emitting atom. For hydrogen and hydrogen-like atoms, the 

wavelength shift produced is directly proportional to the 

strength of the electric field generated by the perturber, 

the Linear Stark effect. For other heavier and more 

complex atoms, the wavelength shift produced is proportional 

to the square of the electric field strength, the Quadratic 

Stark effect. 
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Explanation of the effect of the perturber's electric 

field on the energy levels in the emitting atom is complex, 

therefore simplifying assumptions are made in order to 

reduce the problem to one of mathematically manageable 

proportions. This simplification has been approached 

from one of two directions depending on the nature of the 

perturbing particles involved. 

For fast moving perturbers like electrons, the effect 

of the electric field on the atoms's energy levels has been 

explained in terms of the Impact Approximation in which the 

generally un-interrupted wavetrain of the photon is 

interrupted briefly, with a consequent change in it's phase 

and/or frequency by the passage of the perturber. The 

impact approximation has been developed, notably by 

Baranger, 1958 (97) and by Kolb and Griem,1958 (98) from 

the impact theory of Anderson, 1949 (99) and has it's 

origins in the collisional theory of Lorentz, 1906 (100). 

For slow moving perturbers like ions, the effect 'of 

the electric field on the atoms's energy levels has been 

explained in terms of the Quasi-Static Approximation in 

which the perturbation is considered to extend over the 

entire length of the photon wavetrain causing an overall 

frequency shift. The quasi-static approximation, which 

adopts a statistical approach to this type of perturbation 

over all emitting atoms and perturbers was first applied 

by Holtzmark, 1919 (101) and has since been modified to 

allow for the finite particle motion. 

For the range of electron densities considered in 
12 16 -3 . laboratory plasmas (10 to 10 cm ), theoretlcal 

considerations dictate the validity of these approximations 

over different parts of the spect~al line profile, Griem, 

1974 (96). The quasi-static approximation best describes 

the far wings of the line profile, beyond the half-width, 

whereas the impact approximation is only properly applicable 

to the central line region. Comparison of calculated 

line profiles with observed spectral lines does, however 

show that some discrepancies between theory and experimental 

data remain, even for parts of the spectral line profile 

well within the validity criteria for each approximation. 
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An example of this is the failure to observe the structure 

in the centre of many hydrogen spectral lines as is 

predicted by the impact approximation. 

Despite the complexities of producing a general 

theory, applicable over ~ll regions of the line profile, 

a unified theory of line broadening has been reported by 

Smith et aI, 1969 (102) and Voslamber, 1969 (103) and for 

hydrogen spectral lines in particular by Vidal et aI, 

1971 (104). The unified theory has permitted the 

formulation" of normalised line profiles for a number of 

hydrogen spectral lines by Vidal et aI, 1973 (105). 

These profiles cover a much wider range of electron density 

than those tabulated by Griem, 1974 (96), giving greater 

scope for the applicability of this diagnostic technique. 

These tabulations have been used by a number of authors, 

e.g. Kalnicky et aI, 1977 (106) in the determination of 

electron density in an rep. 
Although the impact and quasi-static approximations 

and the unified theory have been used to describe the 

observed spectral lines from a number of the heavier 

elements such as argon, the great majority of theoretical 

studies and experimental confirmation work has been 

carried out on the light elements, hydrogen and helium. 

Consequently, the reliability and precision of electron 

density determinations made using, e.g. the H~ s~ectral 

line at 486.13 nm is considerably better than for the 

spectra of other elements. 
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5.4.1 Practical Electron Density Determinations in the ~IP. 

The profile of Hp observed in the dry argon MIP 

under all operating conditions was found to be symmetrical 

with a complete absence of the intensity dip in the centre 

of the profile predicted by theory. This is probably due 

to the low electron density in the dry argon MIP (section 

5.4.2), since theoretical predictions show a positive 

correlation between the depth of the intensity dip and the 

electron density itself. Since the peak intensity of ~ 

was therefore uniquely determined, the electron density 

could have been calculated from the half-width parameter 

only, Griem, 1964 (57). However, Vidal et aI, 1973 (lOS) 

in their tabulations of normalized line profile for hydrogen, 

point to the dangers of using only the half-width of the 

line profile to determine electron density because of the 

uncertainty in the theory of predicting the shape, and 

hence the peak of the line centre. In addition, under 

certain operating conditions when the sample introduction 

system was used, the intensity dip in the line centre was 

observed and the peak intensity was not uniquely determined. 

In view of this, it was decided to use a method which 

compared the entire observed spectral line profile with a 

suitably corrected theoretical profile in a 'best fit' 

approximation to determine electron density rather than 

rely on half-width only. 

Recently Goode and De3vor, 1984 (I07) reported 

measurements of the electron density in an argon MI? using 

such a method. They compared theoretical Hft line 

profiles, calculated for a number of electron densities 

with experimentally me~sured H# spectral lines using a 

least squares fit computer program. Professor S.R.Goode 

of the Department of Chemistry, University of South 

Carolina, USA has been kind, enough to supply a copy of 

the Fortran program they used, which h8S been adapted to 

run on a VAX computer and used to process the experimental 

data obtained from the MIP investigated in this work. 
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Vidal et aI, 1973 (105) tabulate values 

normalized line profile, S(~ GC) of the Hp 

line for electron densities between lOll and 

for the 

spec tral 

1017 cm- 3 • 

~oC is called the 'reduced Stark parameter' and is 

related to the wavelength perturbation, ~ A measured in 

Angstroms from the line centre by the equation. 

5.6 

where 'Fo' is the normal field strength due to the 

electrons, often referred to as the Holtzmark potential, 

which measured in SI units is given by the equation 

(Griem, 1974 (96), chapter II.2a), 

Fo = 2.603 x e x (N )'1" 
e 5.7 

where 'e' is the charge on the electron and 'N ' is the 
e 

number density of electrons in cm- 3• Substituting 
-19 'e' = 1.603 • 10 Coulomb into Equation 5.7 gives. 

Fo = 4. 1 7 x 1019 x (N )1./'3 
e 

Combining equations 5.6 and 5.7 give~ 

5.7 

5.8 

Before using the theoretical Stark profiles, it is 

necessary to consider two other broadening mechanisms which 

affect the shape of the observed spectral line, namely 

Doppler broadening due to the random kinetic 'motion of the 

plasma particles and instrument broadening caused by the 

optical measurement apparatus. 

In order to determine the extent of Doppler broadening 

on the H~ spectral line, the gas temperature was measured 

in that part of the MIP Which extended outside the confines 

of the discharge tube. Using a chrome alumina thermocouple 

a value of 1000 ~ 100 deg K was measured. The gas 

temperature within the main body of the plasma is expected to 

be nigher in view of it's higher electron density (section 

5.4.2 A). 

Even given the discharge tube corrosion problem 

(section 6.3.2), it is unlikely that the temperature of the 

main body of the MIP is significantly higher than the 

melting point of quartz (l]OO deg K). A figure of 2500 

deg K was therefore assumed and a suitable noppler profile 

calculated. 
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The instrument profile was measured using an He-Ne 

laser and was found to be approximately Lorentzian in 

form with a half-width of 0.032 or 0.016 nm depending on 

the slit width used. 

The Fortran program does not use the electron 

temperature, Te as a free parameter in the least squares 

fit. Goode and Deavor, 1984 (107), report that the 

electron density calculated is hardly affected by the 

value of Te used, probably due to the theoretical Stark 

profiles having only a slight dependence on this parameter. 

Convolution with a suitable Doppler profile, further 

reduces the difference between successive sets of S(~oC), 

for different T • 
e 

In view of this, and the argon excitation temperatures 

measured in the MIP (section 5.1), a Te of 5000 deg K was 

assumed and the appropriate set of theoretical Stark 

profiles selected from the tabulated data of Vidal et aI, 

1973 (105).· 

Another Fortran program (appendix AS) was written to 

process the theoretical Stark profiles into a form that the 

least squares fit program could use. This entailed 

re-calculation of the S(~oC) profiles to a linear wavelength 

scale and convolution with Doppler and instrument profiles. 

Experimental Hfi spectral line profiles were recorded 

on chart paper as the monochromator was scanned at 0.1 nm 
-1 min across the wavelength region. Using a suitable 

over-lay grid, the profiles were digitized at 0.01 nm 

intervals and the profile intensity ordinates organised 

into suitable data files for use by the least squares fit 

program. 

The least squares fit program calculates a mean half­

profile from the red and blue halves of the original 

experimental profile. After normalisation, the 

experimental and theoretical Stark profiles are compared. 

Because of the failure to observe the same degree of structure 

in the centre of the H;8 spectral line as predicted by 

theory, there is a significant lack of fit in the region near 

the line centre wavelength. The present curve fit therefore 
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excludes this central region of the profile. The program 

estimates the two theoretical profiles which 'bracket' the 

experimental profile using an interval-halving algorithm, 

James et aI, 1977 (108). Iteration of this process reduces 

the interval between bracketing theoretical profiles until 

the electron densities calculated from successive estimates 

are within 5% and the best fit theoretical Stark profile 

is obtained. The calculated electron density is written to 

a result file,L~ogether with information on the particular 

experimental operating conditions. Intensity data for 

experimental and theoretical Stark profiles was also output, 

permitting a graphical comparison between the two. 

The profiles shown in figure 5.11 a) and b) 'for a dry 

argon MIP and the analytical MIP respectively, are typical 

of the narrowest and widest H~ spectral lines observed. 
-1 Both MIP's were operated at a flowrate of 1.0 1 min , 

net input power of approximately 65 Wand similar viewing 

zones were employed. Figure 5.11 therefore clearly 

demonstrates the effect on H)9 ,and consequently the 

electron density, caused by the introduction of water 

vapour in the MIP. 

For both narrow and wide spectral lines, the curve fit 

is seen to be quite good beyond the half-maximum intensity 

point, giving confidence in the validity of this method 

over the range of electron densities encountered in the MIP. 

The lack of fit near the line centre is as expected. 
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5.4.2 Electron Density in the Dry Argon MIP. 

A. 
with the slab-line cavity oriented in configuration 

A (section 3.1) the electron density was determined at 

different 'viewing zones' along the length of the dry 

argon MIP. This was achieved by adjustment of the cavity 

height with respect to the optical measurement system. 

An argon flowrate of 

77 ~ 3 W was used. 

-1 0.1 1 min and net input power of 

Figure 5.12 shows the result, both 

graphically and with reference to the actual positions 

wi~hin the slab-line cavity. 

For the greater length of the MIP, extending both 

above and below the end of the inner conductor, the MIP 

completely fills the cross-section of the quartz discharge 

tube. It is in these regions that the highest electron 

densities were found. 

The rapidly diminishing electron density in those 

regions of the NIP extending outside the confines of 

the cavity is to be expected since the microwave energy 

available to excite the plasma should be much reduced 

(ideally approaching zero). 

The lower electron density at the centre of the MIP, 

near the end of the inner conductor is caused by the 

constriction in the plasma which reduces it's luminosity 

to almost zero. 

B. At the viewing zone 10 mm below the end of the 

inner conductor, the dependence of electron density on 

argon flowrate was investigated for net input powers of 

53 : 2 and 123 : 4 W. The results are shown in figure 

5.13 a) and important features are summarised in table 5.11. 

The electron density is seen to be highly dependent 
. -1 

on flowrate, especially over the range 0.04 to 0.5 1 mln • 

Above about 0.7 1 min- i , the electron density attains a 

ste~dy value. The electron density is also more dependent 

on input power at the lower flowrates than at higher 

flowrates. 
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Increasing the flowrate from 0.04 to 1.37 1 min-1 

also caused a factor of 10 decrease in the intensity of 

H~ , for both input powers (figure 5.13 b) again, mostly 

5 1 .-1 over the range 0.04 to O. mln. A preliminary 

investigation of the dry argon MIP had indicated a similar 

decrease in the intensity of the 2r: -2rr OH molecular 

spectra (section 5.3) for increasing flowrate. This is 

not surprising since the Hand OH plasma species result 

from the disassociation of impurity water vapour in the 

argon, the rate at which the latter process occurs 

therefore most probably determines their spectral intensity. 

Since the intensity of all argon spectral lines 

investigated increased as the flowrate was increased from 

3 . -1 (. ) 0.04 to 1. 7 1 mln sectlon 5.1.1 , this suggests an 

energy transfer between different processes within the 

MIP as the flowrate is altered. 

Electron Density (x 1014cm-3) 
Flowrat! 
(1 min- ) Input Power = 53 W Input Power = 

0.04 9.0 12.5 

0.5 5.3 7.1 

1.37 5.0 6.0 

123 W 

Table 5.11 Dependence of Electron Density on Flowrate in the 
Dry Argon MIP. 

c. . -1 
For argon flowrates of 0.1, 0.5 and 1.0 1 mln ,the 

dependence of electron density on input power to the cavity 

was investiga±ed at the viewing zone 10 mm below the end 

of the inner conductor. 

The electron density, for each flowrate, is plotted as a 

function of input power in figure 5.14 which clearly shJws the 

higher electron density at 0.1 1 min-1 compared to either of 

the higher flowrates. Electron density is similar at either 

0.5 or 1.0 1 min- 1 flowrates. This therefore confirms the 

result data presented in figure 5.13 a). As the input 

power was increased from 5Q to 130 W, the electron density 

increased by 30 %, and the intensity of H~ by 10%, for all 

3 flowrates. 
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D. 
To ascertain what effect the tube dimensions might 

have on the plasma excitation conditions, the electron 

density was measured in a dry argon MIP contained in 

different size discharge tubes using a flowrate of 0.1 1 min-1 

and net input power of 77 ~ 2 w. 
The dimensions of these tubes, and the value of 

electron density measured at the viewing position 10 rnm 

below the end of the inner conductor are given in table 5.12. 

Figure 5.15 shows an enlarged view of the end of the inner 

conductor and the discs represent cross-sections through 

each tube si~e investigated. 

The dry argon MIP generated in the slab-line' cavity 

was contained in discharge tube 1. However, when the 

sample introduction system was added, it was necessary to 

change to discharge tube 4 for the reasons stated in 

section 6.3.2. 

When the unloaded slab-line cavity is tuned (section 

4.1) the electric field maxima is a distance equal to A /4 

(30.6 mm) away from the end wall of the cavity. However, 

when the quartz discharge tube and MIP are introduced, the 

cavity is slightly detuned and the electric field maxima 

shifted from it's unloaded position. 

The positions of the electric field maxima, marked on 

figure 5.15 for each discharge tube investigated, were 

calculated from the minima in the voltage standing wave on 

the slotted line (section 4.3). The position of the 

electric field maxima in the unloaded cavity is also shown. 

with the exception of tube 2, the results show a 

positive correlation between the electron density and the 

proximi ty of the electric field maxima to the !:IP. However, 

the peak of the maxima in the voltage standing wave on the 

transmission line are flat and wide, unlike the very narrow 

and steep voltage minima (section 4.3). The observed 

shifts in the position of the electric field maxima in the 

cavity for different discharge tubes are therefore unlikely 

to cause a significant change in the power incident on the 

MIP and hence presumably it's electron density. Furthermore, 

the electron density in the dry argon NIP is relatively 

insensitive to changes in the ~icrowave power applied to the 

cavi ty. 
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Again with the exception of tube 2, the ~IP's electron 

density decreases as the discharge tube ID is increased, 

e.g. switching from tube 1 to tube 4 caused a 60% reduction 

in the electron density measured in the dry argon MIP. 

This implies that when compensation is made for tube 

dimensions, the electron density in the analytical MIP 

(section 5.4.3) is actually even greater than that measured 

in the dry argon MIP by an additional factor of 1.6. The 

precise value of this factor should however, be regarded 

cautiously, since operational considerations for the 

analytical MIP dictated that changes were made to, e.g. 

the cavity orientation (section 3.1) and the inner 

conductor configuration (section 4.1). 

The anomalous result for tube 2 may be due to a feature 

of this MIP which was different to the other MIP's. The 

sodium emission, seen previously in the region of the MIP 

opposite the end of the inner conductor, was particularly 

intense and extended into the viewing zone used by the 

optical system. Although this would not have directly 

affected measurement or H~ , it may have signified a change 

in the plasma excitation conditions, since the sodium 

emission was previously always associated with a region of 

lower electron density. Quite why t~is should occur with 

this discharge tu~e is unclear and especially since no 

~dditional source of sodium was identified. 

Slight corrosion of the discharge tube wall was also 

noticeable after only I hours operation, compared to the 

several hours normally experienced for the other discharge 

tubes. 

Tube ID (mm) OD (mm) 

1 1.0 6.0 
2 1.0 3.0 
3 1.5 5.0 
4 2.0 6.0 
5 2.0 6.5 

ID = Internal Diameter. 
WT = NaIl Thickness. 

WT (mm) Electr~~ De~3ity 
(x 10 cm ) 

2.5 9.3 
1.0 6.5 
1.75 6.7 
2.0 5.6 
2.25 5.9 

OD = Outside Diameter. 

Tolerance on Electron ~ensity = ! 0.5 x 10~4 cm-
3 

Table 5.12 Discharge Tube Sizes used and :!easured Elect~~n 
Density. 
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Through Each Discharge Tube 

Tube 5 ~ I 
1 

4 Inner Conductor 

3 

2 

Scale = 5 times actual size. 
Higg Gain Inner Conductor Configuration (Gain = 18.5). 
Coupling Gap = 3.4 mm. 

The positions of electric field maxima, for each ·tube in the 
loaded slab-line cavity, are shown by a dotted line. The 
position of electric field maxima in the unloaded cavity is 
shown by a dashed line. 

Figure 5.15 

E. 

Enlarged View of the Slab-line Cavity Inner 
Conductor and Discharge Tubes. 

The electron density was measured at the viewing zone 

17 mm below the end of the inner conductor before and after 

the cold trap (section 3.1) was activated. An argon 

flowrate of 0.1 1 min- 1 and net input power of 75 ! 2 W was 

used. 

Removal of the majority of the water vapour from the 

argon in this way caused a 40% reduction in the electron 

density. This, and the measurements in the analytical 

MIP (section 5.4.3 A), suggest that the water vapour 

loading of the MIP is highly influential in determining 

electron density. 
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5.4.3 Electron Densi ty in the Analytical ::I? 

A. 

The electron density was determined concurrently with 

measurements on the argon spectra (section 5.1.2 A) for 

3 viewing zones and sample uptake rates (SUR) in the MIP 

generated in the slab-line cavity. Comparing the results 

in table 5.13 with the results of the equivalent 

investigation in the dry argon MIP (section 5.4.2 A), the 

electron density is seen to be much higher in the 

analytical MIP. Despite some alteration to the 

opera tional condi tions for the slab-line cavi ty, . this 

increase in electron density is considered to be almost 

entirely due to the introduction of large amounts of water 

vapour via the nebulizer. The shape of the electron 

density 'profile', i.e. the variation of electron density 

along the length of the MIP, is however, very similar to 

that de~ermined for the dry argon MIP. 

Comparing the results in table 5.13 with table 5.4 in 

section 5.1.2 shows that regions of high electron density 

in the analytical MIP are associated with regions of high 

argon excitation temperature. Both of these parameters 

approach their respective minimum values in the region 

of the NIP use~ for optimum spectrochemical performance 

(section 6.5.1). Here, it should be noted, electron 

densities are comparable with those found in the dry argon 

MIP. 

The electron density shows little or no dependence on the 

SUR used, which is somewhat surprising in view of the 

sensitivity of this parameter to introduced water vapour. 

It seems likely therefore, that the restrictive spray­

chamber employed (see figure 6.3, section 6.3.2) limited 

the amount of water vapour entering the MIP, irrespective 

of the SUR. 

The electron density measured in the analytical MIP 

operated at a flowrate of 1.0 1 min-1 using the Babington 

nebulizer was identical to that measured when the crossflow 

nebulizer was used. Removal of the auxiliary argon sup~ly 

and stabilization at a flowrate of 0.1 1 min-
1 

caused the 
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electron density at viewing zone 2 to reduce by 25% to 
14 -3 27.0 x 10 cm • This is the opposite behaviour to 

that observed in the dry argon MIP (see section 5.4.2 B) 

Electron densi ty (x 1014 cm- 3 ) 
Viewing Zone 
(see figure 5.3 SUR = 0.5 SUR = 1.0 SUR = 1.5 

1 42.0 42.0 49.0 

2 38.0 38.0 37.0 

3 23.0 20.0 23.0 

Argon Flowrate = 1.0 1 . -1 
m~n Net Input Power = 651: 3 w 

Sample Solution = blank SUR measured in ml min-i. 

Table 5.13 

B. 

Dependence of Electron Density in the Analytical MIP 
on Viewing Zone and SUR in the Slab-line Cavity. 

Concurrently with measurements on the argon spectra 

(section 5.1.2 C), the electron density was determined when 

different sample solutions were aspirated into the ~IP 

generated in the slab-line cavity. The results are shown 

in table 5.14 for the 2 argon flowrates used. This followed 

the introduction of a more suitable spray chamber and 

spectrochemical parameter optimisation (section 6.5). The 

tolerances on electron density are calculated from the results 

of several H~ line scans taken under identical operation 

conditions. 
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Solution Electron Density (xl014 cm- 3 , 
Analyte Matrix Flowrate = 0.1 Flowrate= 1.0 

Blank 9.0 14.5 
5 pg ml -1 Ca 9.3 

20 Jlg ml -1 Ni 9.0 

10 -1 
9.3 Jlg ml Fe 19.0 

1 mg ml -1 
K 5.0 15.5 

5 J-Ig ml -1 Ca " " 5.0 
-1 20 pg ml . Ni tt It 7.2 
-1 tt 10 pg ml Fe tt 6.5 20.5 

Net Input 
. -1 Power 79 + 5 W(Flowrate 1.0 1 all samples). = - = mln 

+ 76 3 W(Flowrate 0.1 I min -1 all samples). = - = non K 

68 + 2 W(Flowrate 0.1 I min -1 all K samples). = - = 

Tolerance electron density + 0.3 14 -3 on = - x.121 cm 
(Flowrate = 0.1 1 mln ). 

Tolerance electron density + 0.5 14 -3 on = - x 101 cm 
(Flowrate = 1.0 1 min- ). 

Viewing Zone = 12.5 mm below top cavity plate. 

Flowrate measured in I min -1 SUR 0.75 ml • = 

Table 5.14 Dependence of Electron Density on Sample 
constituents in Analytical MIP generated 
in the Slab-line Cavity. 

min -1 
• 

A higher electron density in the analytical MIP operated 
. -1 1 t f at a flowrate of 1.0 1 mln ,compared to a f owra e 0 

0.1 I min-1 is again observed. Since the same spray chamber 

was used at both flowrates, it can only be assumed that this 

is because more water vapour is carried into the I'lIP at 

the higher flowrate. 

• 
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The addition of K to the samples caused dramatically 

different responses, depending on the flowrate used. 
-1 Whereas in the MIP operated at 1.0 1 min flowrate, the 

addition of K caused a slight increase in electron density, 

it caused a large decrease in electron densi ty in the r.r;::p 

operated at 0.1 1 min-1 flowrate. This decrease was 

ac~ompanied by an increase in the reflected power from the 

cavity, which caused the change in net input power noted in 

table 5.14. It was not considered advisable to retune the 

double stub tuner to maintain constant input power. 

~n interesting correlation was found between this 

variation in electron density and the matrix factors 

(section 6.6.2). 
-1 In the MIP operated at a flowrate of 0.1 1 min , 

matrix factors were generally greater than 1, i.e. analyte 

signal enhancement. However, in the MIP operated at a 

flowrate of 1.0 1 min-1 , matrix factors were generally less 

than 1, i.e. analyte signal depression. 

Clearly the sensitivity of the MIP generated in the 

slab-line cavity to an interfering K 

to the electron density. 

matrix is linked 

At both argon flowrates, the aspiration of Fe sam~les 

also caused an increase in the electron density, although 

in the MIP operated at a flowrate of 0.1 1 min-1 , this w~s 
only in the preser.ce of K. In the MIP operated at 

-1 .. -1 1 1.0 1 min ,the asplratlon of 10 pg ml Fe sam~ es 

actually caused a much greater increase in electron density 
-1 than did 1 mg ml K. 

The aspiration of Ni samples into the I:IP operated 

at 0.1 1 min-1 also caused an increase in electron density, 

although this again was only in the presence of K. 
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c. The electron density was determined in the MIP 

generated in the TMOIO cavity, concurrently with 

measurements on the argon spectra (section 5.1.2 D) 

when different samples were aspirated. 

The results in table 5.15 show comparable electron 

densities to the MIP generated in the slab-line cavity at 

a flowrate of 1.0 1 min-1
• Much higher electron densities 

would have been expected due to the axial viewing of the 

main body of the plasma by the optical system. Failure to 

observe this is probably as a result of the corrosion of 

the discharge tube which progressively removed the r<IP frorr. 

the line of sight of the optical system (section.6.3.2). 

The relatively poor precision of the electron densities 

determined for the MIP generated in the TMoIO cavity, a 

result of plasma instab~lity problems (section 3.1),mask 

any conclusive evidence for the electron density's 

sensitivity to particular sample constituents. 

Solution 14 -3 Electron Density (x 10 cm ). 

Analyte Matrix 

Blank 20 

5 J.lg ml -1 Ca 21 

20 J.lg ml -1 Ni 18 

10 }Jg ml -1 Fe 23 

1 -1 
K 23 mg ml 

5 J.lg ml -1 Ca " " 21 

20 -1 Ni It " 26 }Jg ml 

10 -1 
" " 25 ~g ml Fe 

Net Input Power 92 + 5 W = -
density + 2 x 1014 -3 Tolerance on electron = .. cm • 

Viewing Zone = Axial down ~!ngth of discharge tube. .-1 
Argon Flowrate = 1.0 1 min • SUR = 0.5 ml m~n • 

Table 5.15 Dependence of Electron Density on sample 
Constituents in the Analvtical MIP generated 
in the TM010 cavity. 
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Chapter 6. Spectrochemical Investigation of the MIP. 

6.1 Introduction 

A sample introduction system was developed to enable 

a pneumatic nebulizer to be directly coupled to the X:P 

and it's suitability for use in the spectrochemical 

analysis of solutions investigated for a number of elements. 

Using a spray chamber similar to that used in a 

commercially available ICP source, two nebulizers were 

separately used to support argon MIP's generated in the 

slab-line cavity having gas flowrates of 0.1 1 min-1 and 
. -1 h h 1.0 1 mln • W en t e MIP was generated in the TM

OIO 
cavity at an argon flowrate of 1.0 1 min- 1 a different 

spray chamber with a side exit for the sample aerosol was 

used. These three sample introduction systems are 

discussed in greater detail in the following sections of 

this chapter. 

Table 6.1 lists the elements for which the spectro­

chemical performance of the XI? was investigated. 

Elements were chosen with a range of first and second 

ionization potentials and where possible, ionic as well 

as atomic analyte spectral lines were observed. The 

spectrochemical performance of the MIP wi]] be critically 

compared to the published results for:-

a) similar MIP systems eg. Beenakker et aI, 1978 (20) 

and Kawaguchi et aI, 1972 (32) 

b) ICP systems eg. Boumans and De Boer, 1976 (33) 

and Kornblum et aI, 1979 ( 7) 

c) CMP systems eg. Dahmen, 1981 (36) 
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Element. Spectrum Wavelength Ionisation Potential Atomic No. 
(nm) I (eV) II 

Al 

Ca 

co 

Fe 

Li 

Mn 

Ni 

Ph 

Sr 

Table 6.1 

I 

I 

II 

I 

I 

I 

I 

I 

I 

I 

II 

396.15 

422.67 

393.37 

396.85 

345.35 

371.99 

373.49 

381.58 

670. 78 

403.08 

341.48 

352.45 

361.94 

405.78 

460.73 

407.77 

5.96 18.74 

6.09 11.82 

7.81 17.3 

7.83 16.16 

5.36 75.26 

7.41 15.70 

7.61 18.2 

7.38 14.96 

5.67 10.98 

Table of Elements Investigated in the MIP 
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20 

27 

26 

3 

25 

28 

82 
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6.2 Modification to the 8etection System. 

The detection system of the monochromator described 

in chapter 3 was slightly modified when the assessment 

of the spectrochemical performance of the MIP was made. 

The supplementary equipment used is listed in table 6.2 

Item 

AC Amplifier 

Signal 
Integrator 

Light Chopper 
Disc 

Description 

'Lock in' type 
l~V - 100 mV Sensitivity 
1 Hz - 50 kHz Frequency 

Range 

HP 97S Programmable 
Calculator with BCD 
Data Interface Adaptoro 

8 Blade, 240 V 
50 Hz operation 
Chopping Frequency 400 Hz 

Make 

Brookdeal 
40lA 

Hewlett 
Packard 

Table 6.2 Equipment Added to the Monochromator Detection 
System. 
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6.2.1 The Brookdeal AC Amplifier. 

It is important when making either spectroscopic or 

spectrochemical measurements on the MIP that if, over a 

time interval of several minutes the input signal to the 

amplifier should remain constant then the output signal 

should also remain constant or drift by a negligible 

amount. The DC amplifier used when making the spectro­

scopic measurements on the MIP proved to be more than 

adequate in this respect as would be expected since 

modern integrated circuit OP-AMPS and ancillary components 

were used which possess excellent stability characteristics. 

However, due to the relatively long integration times used 

here it was decided to replace the DC amplifier with a 

Brookdeal 401A lock in AC amplifier and use a chopped 

light path between the MIP .nd the monochromator because 

this provides inherently low drift performance. 

The signal input of the Brookdeal amplifier was 

connected in parallel to the anode load resistor of the PMT. 

A resistor potential divider (ratio approx 7 5) 

was connected to the output of the Brookdeal amplifier 

to match the latters : 1 volt maximum output signal to 

the ~ 200 mV input range of the DPM. This potential 

divider was placed in the 'distribution box' (figure 3.11 

section 3.6). 
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6.2.2 The Signal Integrator 

The sample introduction system described in 

section 6.3 delivered sample aerosol to the plasma 

at an approximately steady rate governed by the argon 

flowrate and the sample flowrate to the nebulizer. 

There are however, small random fluctuations in the 

concentration of the aerosol entering the plasma which 

Cause fluctuations in the spectral emission intensities 

of the analyte atoms observed by the optical system. 

To average out these fluctuations a signal integrator 

was constructed using a digital panel meter and HP 97S 

programmable calculator. This hardware was described 

in section 3.6.2, where it was configured, using the 

appropriate software, as a data logger. The main 

points of the signal integrator program are summarised 

below. 

1) Data corresponding to the analyte or blank signals 

emitted by the atoms introduced into the ~IP was entered 

into the calculator using an identical method to that 

described in section 3.6.2. Ten consecutive data entries 

in a period of approximately 13 seconds formed the 

standard integration period of the program. This rate 

of data entry corresponded to the maximum that could 

be practically achieved with the HP 97S. 

2) The standard integration period was repeated 5 times, 

corresponding to the entry of 50 values of signal level 

and a mean signal reading with a standard deviation were 

then evaluated by the calculator. 
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3) The measurement process described in 2) was 

repeated 5 times, corresponding to the entry of 250 

values of signal level in 25 consecutive 13 second 

integration periods, and a final me~ signal level, 

with a standard deviation, SD was evaluated. These 

values were then used to calculate the spectrochemical 

parameters for the various elemental atoms (Section 6.4). 

6.2.3 The Light Path Chopper. 

An eight bladed chopper disc was mounted directly 

in front of the monochromator entrance slit and driven 

via a flexible Bowden cable from a 240 V A.C synchronous 

motor. The 400 Hz chopper reference signal input to 

the Brookdeal was derived fr8m an IR sensitive diode 

illuminated by a 12 V tungsten filament lamp through 

the arc of the chopper disc. 
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6.3 Sample Introduction Systems 

6.3.1 The Nebulizer 

(A) The Crossflow Nebulizer 

When operating the MIP with sample aerosol 

introduction at a total argon flowrate of 1.0 1 min- 1 

a nebulizer of the crossflow type, similar to that 
, 

described by Kniseley et aI, 1974 (19) was employed. 

This nebulizer, supplied by pye Unicam, was a Hilger 

device originally designed to operate in atomic 

absorption flame spectrometers at gas (normally air) 

flowrates of 5 1 min-i. Using small bore stainless 

steel capillary t~bing of the appropriate dimensions, 

it was sleeved down to oper~te on an argon flowrate of 
-1 1.0 1 min • Figure 6.1 illustrates this ne~ulizer 

in the form finally used with the ~I? The relative 

positions of the sample and gas capillaries were 

optimised, using vari0~S packing shims and the lateral 

adjustment screws, to achieve a fine aerosol spray from 

the nebulizer. For this procedure the aerosol was 

viewed against a dark background with the nebulizer 

spraying into an open space. 

The original development work on this nebulizer, 

and other types originally tested, was carried out 

during an initial working period at the collaborating 

industrial establishment (pye Unicam of Cambridge). 

(B) The Babington Nebulizer 

When operating the MIP with sample aerosol introduction 
-1 1" at a total argon flowrate of 0.1 1 min ,a nebu lzer 

constructed on the Babington principle was used (Babington 

1973 (24». This particular nebulizer was developed by 

Ripson et al, 1981 (28) during their work on the low 

flowrate ICP. Construction of such a nerulizer is fairly 

demanding since to achieve the desired gas flowrate of 

0.1 1 min- 1 it is necessary to drill a 100 pm cicmeter 

hole in stainless steel over a lenath of 2mm. 
J 
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Figure 6.2 The Bahinaton Nebulizer. 
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It was not possible to get a nebulizer manufactured 

to this specificntion by the engineering and manufacturing 

establishments who were approached. However, it was 

possible to borrow such a nebulizer from Professor de 0alan 

of the Delft Technische Hogeschool, Netherlands for which 

sincere thanks are extended. Figure 6.2 illustrates the 

Delft Babington nebulizer with the sample introduction 

tube optimally positioned. 
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6.3.2 The Spray Chamber and Discharge Tube. 

The intolerance of the atmospheric pressure argon 

MIP to the large amounts of water that can be introduced 

when using a pneumatic nebulizer has been reported by 

several authors, eg. Lichte and Skogerboe, 1973 (3S). 

Beenakker et aI, 1980 bo) found it necessary to use a 

restrictive spray chamber in order to remove most of 

the water droplets prior to entering the MIP. Fallsatter 

et aI, 1971 01) found that aerosol desolvation was 

required in order to achieve satisfactory results. 

Since it was not intended to use any form of aerosol 

desolvation in this MIP, it soon became obvious that the 

design of spray chamber used was going to have a critical 

role in whether an atmospheric pressure argon MIP with 

direct sample aerosol introduction could be reliably 

maintained so that spectrochemical measurements could be 

made. 

The design of spray chamber used first was strongly 

influer.ced by that described by Ripson and de Galan, 

1981 (2E) in their develooment of the low flowrate Iep. 
~ 

However this spray chamber proved to be unsuitable since 

it allowed too much aerosol tc enter the MIP and, it was 

suspected, did not remove enough of the larger water 

droplets. This spray chamber was modified in stages by 

the inclusion of restrictive baffles until the aerosol 

entering the plasma was fine enough for the MIP to be 
. -1 

reliably maintained at sample flowrates up to 1.5 ml mln • 

Figure 6.3 illustrates the side exit version of this s~ray 

chamber used when the analytical MIP was generated in the 

TMOIO cavity. 
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Although actual aerosol droplet size and distribution 

was not measured in this study, back illumination of the 

aerosol (through the glass walls of the sJray chamber) 

using an ordinary tungsten filament lamp was found to be 

useful is assessing the effect of modifications to the 

internal baffles on the aerosol delivered to the MIP. 

The use of such baffles did give rise to a noticeable 

though transient 'memory effect' when changing from one 

sample solution to another. eg. 10 ~g ml- 1 Fe to deionized 

water. It could typically take I minute for all of the 

Fe to be flushed through the spray chamber such that its 

emission signal was no longer detectable by the optical 

system. Although this would have been no more than an 

inconvenience in this study it was appreciated that the 

use of such a spray chamber would hardly be practical in 

the typical analytical laboratory environment. Also, 

given the mineral acids and organic solvents commonly used 

in spectrochemical analysis, the baffles would have a very 

short lifetime. It was therefore decided to look for 

another, more suitable type of spray chamber. 

The second type of spray chamber employed was a 0.8 

scale version of a commercially available Iep source unit, 

the Philips PV8490, described by Boumans and Lux-Steiner, 

1982 (37). This employs a spherical obstruction, or 

flow spoiler onto which the aerosol from the nebulizer 

impinges. The action of the flow spoiler is to further 

divide the large water droplets present in the aerosol. 

It is from the relatively calm region behind the flow spoiler 

(relative to the nebulizer) that the aerosol is transported 

to the plasma via a hole in the back of the flow spoiler 

itself. 

When initially operating the MIP with this spray 

chamber, a phenomena was observed whereby the MIP would 

sporadically splutter and occasionally be extinguished. 

Investigations into the likely causes of this gave rise to 

the theory that large water droplets were being removed 

from the rear wall of the spray chamber by the action of 
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Figure 6.4 ICP type Spray Chamber, showing Discharge Tube 
and U-tube Drain. 5cale=O.7S, 
Material=Glass(spray chamber), Quartz(discharge tube). 
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the aerosol and these droplets were reaching the back 

of the flow spoiler and being carried up to the M1? 

To test whether such a mechanism might be responsible 

for the erratic behaviour of the M1P, a second version of 

this spray chamber was constructed with the rear wall moved 

back by IOmm relative to the flow spoiler. When the ~I? 

was operated with this spray chamber, the erratic be~aviou: 

previously observed had disappeared and this version, 

illustrated in figure 6.4, was used for all subsequent 

M1P's generated in the slab-line cavity. 

Parts from the polypropylene spray chamber used in a 

pye-Unicam 5P9 atomic absorption spectro-photometer were 

modified in order to mount the nebulizers into either of 

the spray chambers shown in figures 6.3 and 6.4. Pigure 

6.3 shows the end plate suitable to carry the Babington 

nebulizer and the tapered adaptor to fit into the female 

B40 taper on the end of the spray chamber. A similar 

end plate was used to mount the crossflow nebulize~ 

into the spray chamber. 

All the sample introduction systems used an identical 

U tube drain, shown attached to a spray chamber in figure 

6.4, to remove the excess sample solution. The une~ual 

diameters of the tubes on either side of the bend assist 

in damping any oscillations of the drain fluid level 

following an inrush of fluid from the spray chamber. 

The discharge tube used for both the M1P generated in 

the slab-line and TM
OIO 

cavities is shown attached to a 

Spray chamber in figure 6.4. An internal diameter (ID) 

of 2mm was used so as to maximise plasma stability and 

tolerance to introduced water vapour, which was found 

to be worse in smaller 1D tubes. The overall length of 

the discharge tube was kept as short as was practically 

possible to prevent condensation of the sample aerosol on 

the walls of the tube before reaching the MIP. Also a 

smooth transition from the quartz 513 ball joint to the 

quartz discharge tube was preferai~le to ensure lamin~r 

flow of the aerosol and argon as it entered the plasma reg~on. 
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The lifetime of a dischurge tube was determined by 

the extent of corrosion where the MIP was attac~ed tc 

the tube wall. A tube became unserviceable when the 

corrosion had eaten almost completely through the wall, 

after which it was difficult to ignite or maintain the 

MIP. Since only limited stocks of 6.5 mm outside dia~eter 

(OD) tube were available (wall thickness = 2.25 mm), it 

was necessary to use 6.0 mm OD tube giving a wall thickness 

of 2.0 mm. In normal operation these discharge tubes 

would last approximately 100 hrs. 

When the MIP was operated in the slab-line cavity the 

plasma formed was always attached to the rear wall of the 

dischurge tube which is therefore where the corrosion took 

place. Thus there was no obstruction of the light from 

the plasma reaching the optical system via the front wall 

of the discharge tube. Only when a discharge tube was 

nearing the end of it's life did the corrosion start to 

extend around the front walls. 

When the ;:IP was operated in the TM
oIO 

cavity, light 

from the plasma was always viewed axially and so corrosion 

in this respect again was not a problem. However, the 

plasma did tend to disappear from the line of sight of the 

optical system as it ate into the disch~rge tube wall and 

this necessit2ted renewal of the discharge tu~e after 

ap~roximately 10 hrs. 

Sample introduction systems of this type, commonly 

employed in the Iep normally exhibit poor efficiencies of 

sample delivery to the plasma, usually less than 5% and 

the systems used here were not exceptions to this norm. 

The average efficiency for all 3 systems was 

approximately 3%, determined by measuring the volume of 

waste solutions drained from the spray chdmber over a fixed 

interval of time for a known delivery rate to the nebulizer. 

This is NOT an accurate method and gives only an approximate 

figure for efficiency. More accurate methods have been 

described recently by Smith and Browner, 1982(109). 

Collection of the drain solution would commence only after 

the inside walls of the spray chamber were uniformly wetted 

by the aerosol and a stable MIP had beerj maintained for 

approximately one hour, th~s the sam~le in~roduction syste~ 

was stabilized fro~ nebulizer to drain. 
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6.3.3 Sample Solution Delivery & Solution Preparaticn. 

Sample solutions were delivered to both the 

crossflow and Babington Nebulizers using an LKE 

Microperpex 2132 peristaltic pump. ?orced feeding of 

sample solutions to the crossflow nebulizer is desirable 

to achieve a constant sample flowrate but is actually 

essential with the Babington nebulizer, which does not 

produce a sample uptake vacuum of its own. 

The Microperpex peristaltic pump was chosen in 

preference to pumps from other manufacturers because it 

was felt that its multiple roller pump head would give 

the smoothest delivery of sample solution to the nebulizer. 

However, in practice it produced very small pulsations 

in the fluid flow which were clearly visible as pulsations 

in the aerosol produced by the nebulizer. This had a 

slight but noticeable affect on the stcndard deviation 

of the analyte and blank signals recorded by the optical 

measuring system. In order to eliminate t~ese aerosol 

pulsations a pulse damper was introduced into the sample 

line between the pump and the nebulizer. The pulse damper 

(figure 6.5) consisted of a T-piece and a 1 ml disposable 

medical syringe. The trapped volume of air in the syringe 

absorbed the energy of the pulsations and ensured a s~ooth 

flow of solution to the nebulizer. Because of the 

imperfect air tightness of the damper the sample solution 

did slowly creep up the tube connecting the syringe to 

the T-piece, albeit over a long period of time. This 

solution was conveniently expelled by a slight movement 

of the syringe plunger to eliminate any possibility of 

contamination of the sample being aspirated with that 

previously used. Since the pulse damper was in parallel 

with the sample delivery tube it did not increase its' 

dead volume. Therefore the time taken for a sample 

solution to replace the previous solution in the tube was 

unaffected by the presence of the damper. 
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1 mg ml- 1 standard solutions as used in atomic 

absorption spectrophotometry (AAS) were diluted in 

deionized water to produce the desired sample 

concentrations. These were approximately 10 to 100 

times tr.e expected detection limits defined in section 

6.4. To investigate the effect of an interfering 

matrix on the detection limit for all the elements 
-1 tested sample solutions containing 1 mg ml K (KCl) 

were delivered to the nebulizer. These solutions 

were prepared by dissolving the appropriate quantity 

of the solute in deionized water. 

~ ~ample Solution 
~~o Nebulizer 

1 ml Disposable 
Syringe 

~ Sample Solution 
from Pump 

Figure 6.5 The Pulse Damper 

182 



6.4 Definition of Spectrochemical Parameters. 

The detection limit for the elements investigated 

in the MIP is defined as the concentration of that 

element that would produce a net line signal equal to 

twice the relative standard deviation, er
B 

of the back­

ground signal as described by Boumans and de Boer, 1972 

(12),1975 (29). ()B was evaluated from 25 consecutive, 

13 second integrations of the background signal, X
B 

(section 6.2.2), when the monochromator was set to the 

wavelength of the analyte line and an H
2

0 blank 

solution was aspirated into the MIP. 

The net analyte signal, XL was measured when the 

sample element of given concentration, C was aspirated 

into the MIP and evaluated from the expression 

= 

where XL+B is the analyte plus background signal (see 

figure 6.6). The signal to background ratio (SBR) was 

th0.n evaluated from 

SBR = 

The detection limit, CL for the element was then 

calculated using the definition above from 

Figure 6.6. 

= 2. ~ C 
SBR 

Analyte, Background and Net Line Signals. 
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Measured values of C)B were closely scattered around 

a value of 0.006 for the two MIP's generated in the 

slab-line cavity, suggesting that these systems were 

fluctuation noise limited. However, the individually 

evaluated values of ~B for each spectral line of the 

elements investigated were used in calculating C
L

• 

Measured ~ values in the MIP generated in the TM
010 

cavity were scattered around a value of 0.01 with a much 

larger maximum range than for the MIP's generated in 

the slab-line cavity. This is most probably due to 

the less stable nature of the MIP generated in the TM
010 

cavity as discussed in section 6.7. 

The behaviour of the MIP when an interfering 

matrix chemical of concentration CM is added to the 

analyte sample solution under investigation, is 

expressed in the matrix factor, X(CM, 0) defined as 

the ratio of net analyte signals measured when a sample 

plus interfering matrix compared to the sample alone are 

aspirated into the MIP. 

The net analyte signal when the interfering matrix 

is added to the sample solution is measured relative to a 

background signal, XB measured when an interfering matrix 

'blank' is aspirated, NOT the background signal measured 

when an H20 blank is aspirated into the MIP. This 

ensures that the results are compensated for any movement 

in the plasma position, resulting from the slight 

degradation in plasma stability caused by aspiration of 

the interfering matrix as observed in the MIP generated 

in the slab-line cavity (section 6.6.2). 
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6.5 Optimization of plasma Operational Parameters. 

• • It was found, durlng operation of the atmospheric 

pressure argon MIP, in either the slab-line Or the TM 
010 

cavity, that maintenance of the plasma was improved for 

higher net input microwave power. Therefore in order 

to reduce the number of occasions when the MIP was 

extinguished due to, ega aspiration of the matrix solution 

into the MIP, the output power from the EMS Microtron power 

generator was set to maximum for all measurements of the 

spectrochemical parameters reported in section 6.6 and 

6.7. As noted in section 4.2 this does not mean that 

the true input power applied to the slab-line cavity is 

identical to that applied to the TMoIO • The reflected 

power from the cavities was always reduced to a minimum 

using the double stub tuner, commensurate with reliable 

operation and the net input power calculated from the 

readings on the TFT power heads and meters. 

6.5.1 Optimization of the Viewing Position. 

With either of the sample introduction systems 

connected to the MIP generated in the slab-line cavity, 

the plasma so formed occupies only the top half of the 

discharge tube, above the end of the inner conductor 

(figure 6.7) and is not of uniform consistency along its 

entire length. The maximum luminosity occurs in the 

centre of plasma with more transparent regions at either 

end. A study was therefore made to ascertain the 

dependence of the analyte and background emission 

intensities on position in the plasma and hence to 

determine the optimum viewing zone for the spectro­

chemical analysis of solutions. 
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The position of the cavity was adjusted ~elative to 

the o~tical axis of the monochromator so that different 

sections of the ~IP could be imaged on the entrance 

slit. With the monochromator set to the Mn analyte 

wavelength of 403.08 nm, a 10 ~g ml- 1 solution of 

manganese was aspirated into the MIP and the values o~ 

C)B' SBR and CL determined for each viewing zone. 

A typical result, for either the 1.0 1 min-lor the 

0.1 1 min-
1 

MIP which exhibited similar behaviour is 

shown in figure 6.8. As can be clearly seen the values 

of ~ and SBR observed yield an optimum viewing zone 

in the MIP, ie. where the minimum value of CL is achieved 

of between -10 to -13 mm measured relative to the inner 

face of the top cavity plate. The higher SBR in the 

optimum viewing zone is due mainly to the very much lower 

background emission rather than any great increas~ in 

analyte emission. The lower background intensity, 

which is the result of the very wuch lower luminosity in 

this part of the plasma, is also the reason why C>B is 

increased here rather than any decrease in plasma 

stability. All subsequent spectrochemical measurements 

on the MIP generated in the slab-line cavity were made 

at a viewing position of approximately -12.5 ~m. 

Being able to view the MIP generated in the slab-line 

cavity r3dially, away from its most luminous core offe~s 

a significant advantage over the TMOlO cavity where, 

constrained to view the MI? axially in the discharge tu~e, 

analyte emission is always seen against the background 

signal generated by the most luminous core of the plasma. 

This is believed to be the main reason for the poorer 

SBR values observed in the ~:IP generated in the TM010 
cavity compared to that generated in the slab-line cavity. 
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6.5.2 Optimization of the Sample Flowrate. 

At the optimum viewing zone of the MIP generated in 

the slab-line cavity, a 10 ~g ml- 1 Mn solution was 

aspirated at sample uptake rates (SUR) to the nebulizer 

of from 0.25 to 1.5 ml min- 1 in steps of 0.25 ml min- 1 

and the values of ~, SBR and CL measured. It was 

found for both the 1.0 1 min- 1 and the 0.1 I min- 1 MIP's 

that as the SUR increased the SBR reached a maximum 

plateau value at 0.5 ml min- 1 and no further increase 

was obtained for higher SUR's. 

increased above 0.75 ml min- 1 , 
Also as the SUR was 

~ started to increase. 
consequently the minimum value of CL observed occurred 

at an SUR of between 0.5 and 0.75 ml min- 1 • A typical 

graphical representation of this phenomena for the 1.0 I min- 1 

MIP is illustrated in figure 6.9. All subsequent measure­

ments on the MIP generated in the slab-line cavity were 

made with a SUR of 0.75 ml min- 1 • 

The optimization of the SUR described above was 

carried out using the Iep type of spray chamber which, as 

noted in section 6.3.2 was the second and preferred type 

to be used. A similar optimization procedure was also 

carried out for the initial, baffled spray chamber (with 

the 1.0 1 min- 1 MIP generated in the slab-line cavity) and 

a similar dependence of C)B' SBR and CL on the SUR was 

observed. It was therefore deduced that despite the 

differences between the two types of spray chamber, the 

throughput of sample aerosol to the MIP was similar. 

Since the MIP generated in the TM010 cavity used a side 

exit version of this initial, baffled type of spray chamber 

it is with confidence that comparisons may be made between 

the spectrochemical results obtained using the two cavities. 

Optimization of the SUR when the MIP was generated in 

the TM
010 

cavity was a somewhat limited procedure since 

this MIP was not nearly so tolerant to introduced sample 

aerosol as that generated in the slab-line cavity. SUR's 

much above 0.5 ml min- 1 appeared to be sufficient to quench 

the discharge and regularly extinguished it. It was 
. -1 

therefore decided to operate at an SVR of 0.5 ~l mln in 

order to enable the best comparison of the spectroc~emical 

results between the two cavities used. 
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6.6.1 

spectrochemical Results for the EIP Generated 
in the Slab-line Cavity. 

Detection Limits. 

As can be seen from Tables 6.3 and 6.4, the detection 

limits (CL ) obtained for the elements investigated are 

similar in the MIP's operated at either 0.1 or 1.0 1 rrin-1 

flowrates, with the exception of certain Ca, Mn, Ni 

spectral liroes. These gave significantly better 

detection limits in the MIP operated at 0.1 1 min- 1 • 

and Pb 

Eere 

"significantly better" is used to describe a factor of 2 

or more difference between CL values observed in the two 

MIP's. 

Where differences in CL values were found between the 

two MIP's, they were due almost exclusively to an improved 

signal to background ratio (SBR) of the analyte emission. 

In the case of the Li spectral line studied, however the 

relative standard deviation of the background signal (er
B

) 
-1 was also degraded in the MIP operated at C.l 1 min and 

the reason for this will be discussed later. otherwise 

the ~ values observed were similar for all the s~ectral 

lines of the elements irlvestiga ted in both :'"12' s and a 

reliable mean value of 6B equal to 0.006 was evaluated. 

The detection limit that can be achieved for any 

particular element is sensitive to the particular reg~on 

of the MIP viewed by the optical measurement system 

(section 6.5.1). Slight re-optimization of the viewing 

zone was therefore necessary when changing between MIP's 

operated at the different argon flowrates. 
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Since the results show generally higher SBR values for 

spectral lines investigated in the MIP opercted at 

0.1 1 min-
1 flowra~e it might be considered thct the 

viewing zone was slightly more optimally set than for 

the MIP operated at 1.0 1 min-1 argon flowrate. 

This possibility could not however, be responsible 

for causing the larger SBR values observed for the 4 

spectral lines of Ca, Mn, Ni and Pb which yielded better 

CL values in the VIP operated at 0.1 1 min-1 argon 

flowrate. This may be proven by consideration of the 3 

Ni spectral lines investigated where only 2 of the 3 lines 

showed a significantly different SBR between the 2 MIP's. 

Since for each MIP, measurements were made concurrently 

using the same analyte solution, the greater SBR for the 

361.94 nm Ni line obtained in the ~IP operated at 
. -1 0.1 1 mln argon flowrate may be seen to be due to the 

properties of the plasma itself. A similar example could 

be made of the 3 Ca spectral lines where only the Ca I line 

at 422.67 nm showed a significantly higher SBR in the VIP 
. -1 operated atO.l 1 mln whereas the Ca II lines showed similar 

SBR values in both MIP's. 

The only element for which the ~:IP operated at 
. -1 1.0 1 mln argon flowrate g~ve a significantly better 

detection limit was Li, but the reasons for this may be 

explained in terms of operational considerations. The 

addition of lithium, in the form LiCl, to both ~IP's 

caused a slight reduction in plasma stability, in a similar 

manner to when KCl was added to the analyte solutions 

(section 6.6.2). This is perhaps not unreasonable since 

both are alkali-metal salts, although the concentration of 

lithium, 1 ~g ml- 1 was considerably less than the 1 mg ml-
1 

of K used. This reduction in plasma stability was more 

noticeable in the MIP operated a~ 0.1 1 min- 1 flowrate and 

is reflected in the poor Cl
B 

value for this element. 

The lower SBR value observed for Li in the MIP operated at 

1 1 . -1 f d t b d b a o. mln argon flowrate was oun 0 e cause y 

raised background signal due to lithium contamination of 
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the discharge tube wall. This contamination, which 

was permanent and prevented the determination of the 

Li rna tr ix f ac tor, was no t experienced in the r~I p 
. -1 

operated at 1.0 I mln argon flowrate. 

6.6.2 I'1atrix Factors 

Ideally, an atomic emission source to be used 

for the spectroscopic analysis of solution should be 

unaffected by the presence of large concentrations of 

an interfering matrix, since in a great number of 

practical analyses the element of interest is dissolved 

in some type of matrix. Thus the analyte signal 

measured would be the same when either the sample 

solution alone or the sample plus matrix solution 

were aspirated and matrix factors, would equal I 

(Section 6.4). Although it is unlikely that any 

emission source exactly meets this requirement the 

degree to which it is met provides a useful c~iteria 

by which to judge that emission source. 

The matrix factors given in table 6.3 and 6.4 

demonstrate that the ;"IP generated in the slab-line 

cavity approaches this requirement for r.ost of the 

elements investigated but only for the Ca II line at 

396.85 nm (0.1 I min-i) is the requirement precisely 

met. 

For the MIP operated at 1.0 I min-1 flowrate the 

ideal requirement is most nearly met for the element 

lithium. However, the discharge tube contamination 

observed for this element in the MIP operated at 

0.: 1 min-1 flowrate warns against it's regular aspiration 

into either MIP. 



The positional stability of the ~·lIP generated in 

the slab-line cavity at either argon flowrate was 

generally excellent when either H
2

0 blank or most 

analyte solutions were aspirated. However, stability 

was affected by the aspiration of certain elements , 
such as lithium and when the 1 mg ml-1 potassium matrix 

was added. Under these circumsta~ces a noticeable, 

though mostly small degradation in plasma stability 

was observed. For certain elements however, this 

degradation :n plasma stability could be severe, which 

caused fluc;:j:_1:lat:ions in the net line signals measured. 

This was found to particularly be the case for iron in 

1 .-1 the MIP oper2ted at o. 1 mln where the fluctuations 

in the net line signals measured resulted in the poor 

precision of the X(Cm,O) calculated. 

A particularly interesting feature of the results 

is that in the MIP operated at 0.1 1 min-1 , the 

addition of the potassium matrix generally caused analyte 

signal enhancements, ie. X(Cm,O) greater than 1, whereas 
. -1 in the MIP oper6ted at 1.0 1 ~ln ,the opposite was 

true and analyte signal depression ,ie. X(Cm,O) less 

than 1 was mostly observed. There are exception to 

this in the Ca I, AI! and Li I spectra however. 

There is a correlation between this behaviour 

and the electron density measurements, made under 

similar conditions and reported in section 5.4.3 B. In 

summary, this is that the analyte signal enhancement in 

one MIP is accompanied by a reduction in the electron de~sity 

and the analyte signal depression in the other ~IP, is 

accompanied by an increase in the electron density. 
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6.7 Spectrochemical Results for the MIP generated 
in the TMOIO Cavi ty. 

Obtaining a stable image of the MIP genArated in 

the TMOIO cavity at a flowrate of 1.0 1 min- 1 was found 

to be difficult since the plasma wandered around the 

inside wall of the discharge tube. Careful alignment 

of the tube (section 3.1) minimised this wander, but 

it was never entirely eliminated. As a consequence of 

this behaviour a very limited spectrochemical assessment 

of the MIP generated in the TMOIO cavity was conducted 

for the elements ca, Fe and Ni. 

presented in table 6.5. 

6.7.1 Detection Limits. 

The results are 

Even when the MIP gener6ted in the TM
OIO 

cavity 

remained attached to a particular part of the inside 

wall of the discharge tu~e, the plasma st~oility was 

seldom as good as the I',:IP generated in the slab-line 

cavity. This is reflected in the high figures for C)B 

in nearly half of the spectral lines investigated. 

Since analyte signal emission is always viewed 

against the bright background of the main body of the 

pla~ma, the generally lower values of SBR recorded, 

compared to the ~I? generated in the slab-line cavity 

are to be expected. However, the SBR values for the 

Ni I line at 361.9 nm and Fe I line at 371.99 nm are 

identical to those recorded in the ~I? operated at a 

flowrate of 1.0 1 min-1 in the slab-line cavity. 
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The reason for this may be found in the way in wtich 

the MIP corrodes the discharge tube, since when this 

happens the plasma disappears from the line of sight 

of the optical measuring system. Thus the backgrou~d 
illumination is d~minished, leading to better measured 

SBR's for any MIP operated in a well used discharge tube 

with the TMOIO cavity. 

The discharge tube used in this particular study 

was little used prior to measurement of the Ca detection 

limit and matrix factors. However, subsequent to the 

similar measurements for Ni and finally Fe the discharge 

tube was becoming badly corroded and the main body of 

the plasma had noticeably sunk into the tube wall. 

In summary therefore, the poor detection limits 

obtained in the MIP generated in the TM
OIO 

cavity are 

the result of a combination of poor plasma stability 

and the inherent disadvantages of viewing analyte signal 

emission against the bright background of the main body 

of the plasma. 

6.7.2 Matrix Factors. 

The s tabi Ii ty of the I\~IP genera ted in the TMOIC ca:,~ ty 

actually improved when an interfering matrix of 1 ;:IS: :-:-~ !,. 

potassium was added to the sample solutions. The rat~er 

poor precision of the matrix factors is primari~y a function 

of the small net line signals and poor plasma stability 

without the added potassium. 

The magnitude of the sensitivity of the ~IP generated 

in the TMOIO cavity to the potassium matrix, is similar to 

that found for the MIP generated in the sla~-line cavity. 

However, matrix factors are generally greater than 1 for 

the MIP generated in the slab-line cavity at an identical 

argon flowrate. The behaviour of the analyte emission in 

the different MIP's when the potassium matrix is added is 

therefore probably more dependent on the part of plasma 

viewed by the optical system. This is not unreasonable 

in view of the different excitation temperatures and 

electron densities (chapter 5) measured for the viewing 

zones used in these two spectrochemical assessments. 
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~ Discussion on Spectrochemical Performance. 

6.8.1 Performance of MIPfs Investigated. 

The spectroscopic measurements of temperature and 

electron density (chapter 5) have shown that the 3 MIP's 

investigated are basically similar. If the optical 

system is aligned so as to view the main body of the V.IP 

generated in the slab-line cavity, similar values of 

temperature and density are observed to those found in 

the MIP generated in the TMOIO cavity. 

The main differences between the MIP operated in 

the two types of microwave cavity arise as a result of 

operational factors and these are particularly important 

when considering the MIP as an atomic emission source 

for the spectrochemical analysis of sample solutions. 

In addition to generating an MIP with far better 

positional stability, the slab-line cavity has the 

advantage over the TMOIO cavity of permitting radial 

viewing through the walls of the discharge tube. The 

ability to select the p0rt of the plasma viewed by the 

optical measuring system has been found to be the most 

important factor in achieving maximum SERfs and hence 

minimizing the detection limits obtained. Although 

some experimenters, eg. Matousek et aI, 1984 (41) have 

achieved radial viewing of an MIP generated in a TMOIO 
cavity they have viewed regions of the plasma outside the 

confines of the cavity. Whereas this may provide similar 

optimum viewing conditions for maximum SERfs as those 

achieved using the slab-line cavity, experiences in this 

work (section 3.1) have shown that the positional stability 

of plasma filaments outside of either cavity type is not 

guaranteed. This coulc lead to similar operational 

difficulties to those encountered in the present work 

for the TMOIO cavity. 

The problem of contamination of the discharge tube 

wall by analyte solutions aspirated into the MI? could 

undoubtably be eliminated if the entire plasma, or at 

least that part which encountered the sample aerosol was 

prevented from touching these walls. This is naturally 

200 



a general comment applicable to all MIP's but would 

particularly have prevented the lithium contamination 

problem in the MIP operated in the slab-line cavity at 

a flowrate of 0.1 1 min- 1 (section 6.6). 

This could be achieved by use of the cischarge tube 

described by Bollo-Kamara and Codding, 1981 (45), which 

being similar to an ICP torch uses two gas flows, one to 

sustain the plasma and the other, carrying the sample 

aerosol to punch a hole through the centre of the plasma. 

Thus the sample aerosol is kept away from the wall of the 

discharge tube and the analyte atoms are maximally excited 

due to their increased contact with the hot plasma. The 

latter feature is particularly important since some 

experimenters, Beenakker et aI, 1978 (20) have opinioned 

that the majority of the sample aerosol by-passes the ~I? 

which usually occupies a fraction of the discharge tu~e 

cross-section. It is to be hoped that wider appreciation 

of the virtues of the slab-line cavity as a means of 

producing an atmospheric pressure MIP might lead to the 

use of such a torch in the future. 

It perhaps should be re~embered that the TMOIO cavity 

used in this investigation was of a basic design, almost 

identical to that described originally by Beenakker, 1976 

(2). This basic design has been developed further by 

some experimenters, eg. Van Dalen et aI, 1978 (67) and 

Kollotzek et aI, 1982 (38) and the modifications proposed 

are said to greatly enhance the TMOIO cavities operat~onal 

behaviour and performance. 

During construction of the TMOIO cavity used in the 

present work, particular emphasis was put on the design 

of an efficient input coupling (section 3.1). This, 

in conjunction with the use of a double stub tuner (section 

4.2) largely circumvents the need for the modifications 

suggested by Van Dalen et aI, 1978 (67) and thus at the 

time of experimentation, the TMOIO cavity used might be 

considered to be the stateof art design. In view of the 

difficulties encountered in this work in achieving a 

positionally stable MIP in the TMOIO cavity, the later 

modifications to the discharge tube mounting mecha~ism 
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suggested by Kollotzek et aI, 1984 (23) might be 

considered essential for the successful operation of the 

MIP in the TMoIO cavity as an atomic e~ission Source for 

use in spectrochemical analysis. 

6.8.2 Comparison of Spectrochemical Resul ts wi th 

Published Values for the ~IP. 

Table 6.6 illustrates a representative selection of 

recent investigations into MIP's used for spectrochemical 

analysis of sample solutions. 

Since there is no common consensus amongst 

experimenters as to the particular elements and spectral 

lines which might usefully be examined, maximizing the 

breadth of comparison between different analytical ~lasma 

systems is difficult. The elements and spectral lines 

shown in table 6.6 are those investigated by Beenakker et 

aI, 1978 (20) in conjunction with those of the present work. 

In view of the simila~ results obtained for the VIP 

generated in the slab-line cavity at either arcon flowrate 

employed, only those results for the ~IP operated at 

0.1 1 min-1 are shown in table 6.6. 

Given the fundamental differe~ces between the MI? 

operated in the slab-line cavity and that reported for the 

TH
OIO 

cavity by Beenakker et al, 1978 (2~) it is somewhat 

surprising t~at there is not a greater difference in the 

detection limits observed. However, they used entrance 

optics which focussed a diffuse image of the MIF onto the 

monochromator entrance slit, which reduced the problem of 

plasma instability affecting light levels receivedo 

Measured values of C)B should then be reduced, and hence 

detection limits improved. Analyte emission from the 

MIP will however, still be viewed against the high back­

ground illumination of the main body of the plasma and 

therefore SBR values would not necessarily be improved. 

Note: Their arrangement of entrance optics was not 

necessary for the MIP generated in the slab-line cavity, 

and was not therefore used for the ~IP generated in the 

TfJIOIC' cavi ty. 
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N 
o 
w 

r 
Detection Limits 

Element/ IJavelength Present MIP Present rv:IP rup in 
Spectrum (nm) in Slab-line in Tr1 010 TM 010 Cavity Cavity Cavity 

0.1 1 min -1 1.0 1 min -1 ref.20 

I 

Ag I 338.29 6 I 
I 

Al I 396.15 980 400 
Ca I 422.67 4.3 114 
Ca II 393.37 6.8 27 
" " 396.85 25.3 114 
Co I 345.35 93 150 
" " 240.73 
Cr I 425.43 150 
Cu I 327.40 9 
Fe I 371.99 234 540 

" '1 373.49 248 400 
II " 381.58 878 2000 
Fe II 259.94 200 
Ga I 417.21 10 
Li I 670. 78 2.4 1 
r';g I 285.21 5 
Mg II 279.55 6 
Mn I 403.08 36 50 
Mn II 257.61 30 
Ni I 341.48 81 1 ~)O 80 

" II 352.45 79 240 200 
" " 361.94 115 650 
Pb I 405.78 87 100 
Sb I 259.80 400 
Sr I 460.73 13 10 
~r II 407.77 19 5 
Ti I 498.17 400 
1'i II 334.92 600 ----- -

T,1hle 6.6 Comparison of Det~ctj on Limi ts for Variol]s MIF I s 
• rpr;l i rill ;1ron rr. ? v"':;- -F ..... ,no ":l 'J ~ 

-1 (ng ml ) 

rlIP in MIP in fUP in 
TM010 TM010 TM 013 
Cavi ty· CC'lvity Cavi ty • 
ref.23 ref.l10 ref.32 

650 600 
0.6 
0.8 6 

600 
60 

4.0 

8.3 600 

4.1 
3 

1.3 4.8 
3 2.6 300 

27 3.9 
20 1.4 

6.7 

60 

2 
60 



The problem of discharge tube corrosion (section 6.7) 

has been ~roposed as a mechanism whereby SBR values 

reported for the MIP generated in the T~ _ cavity in t~is 
010 

work might not be as low as expected. 

This is an unlikely explanation for possibly better 

SBR values obtained by Beenakker et all 1978 (20) however, 

since they used alumina discharge tubes and report mini~al 

corrosion. Also their entrance optics would preclude 

viewing of specific regions of the ~IP, ie. away from the 

main plasma body, by which higher SBR values might ha~e 

been observed. 

Where the limited spectrochemical investigation 2f the 

MIP generated in the TMOIO cavity in this work permits a 

comparison with the results reported by Beenakker et aI, 

1978 (20), some further useful observations may be made. 

Despite the similarity of the two ~IP's generated in t~.e 

TMOIO cavity, the results reported for the present work do 

not support those of Beenakker et aI, 1978 (20) and there 

is an inconsistency in the detection limits reported for 

two Ni lines at 341.48 nm and 352.45 nm. SBR values may 

be more reliably used here, avoiding the poor C>B values 

incurred as a result of the plasma instability problems 

encountered for the present KIP in the TMC1C cavity. SB~'s 

for the two Ni lines, calculated from Beenakker et aI, 1973 (20) 
-1 results, are 3.0 and 1.2 respectively for a 20 pg ml Ni 

solution aspirated into the MIP. Equivalent SBR's from 

the present work are 1.8 and 1.2 respectively (table 6.5). 

Given the number of similarities between the two MIF's 

generated in the TM
OIC 

cavity, eg. cavity dimensions, argon 

flowrate and type of nebulizer, it may be concluded that 

some other fundamental difference exists between them. 
-1 d However, although an SUR of only 0.5 ml min was use for 

the MIP generated in the TMoIO cavity in this work 

(Beenakker et all 1978 (20) used 1.5 ml min-i), experiences 

related in section 6.5 suggest that this is unlikely to 

cause a great difference. 
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Since an identical microwave power generator, the 

EMS Microton 200 mk II was used in both studies, it seems 

unlikely that greater microwave input power was coupled 

into the MIP generated in the TM010 cavity reported by 

Beenakker et aI, 1978 (20) but this cannot be checked due 

to lack of true net input powers (section 4.3) being reported. 

These inconsistencies in spectrochemical results , 
although they may be attributable to the difficulty of 

successful operation of an analytical argon MIP, do 

highlight the problems encountered in comparing different 

analytical plasma systems. 

Recent developments in MIP's operated in the TM
010 

cavity have been reported by several experimenters. 

These developments are equally applicable to other types 

of microwave cavity/MIP systems. Kollotzek et aI, 1984 

(23) have used a mechanism which permits precision 

alignment of the plain cylindrical discharge tube within 

the TM010 cavity, producing a toroidal shaped MIP. The 

sample aerosol passed through the centre of this plasma 

and the analyte atoms are optimally excited in a region 

of relatively low background illumination. Thus 

considerable improvements in SBR values are obtained for 

most elements. The effect this has on the detection 

limits calculated is demonstrated by their results given 

in table 6.6. Haas and Caruso, 1984 (110) used the 

novel discharge tube described by Bollo-Kamara and Codding 

1981 (45) to operate a moderate power (100-500 watts) MIP 

in the TM010 cQvity. The use of this discharge tube 

torch also enables a toroidal shaped plasma to be formed 

and hence the ability to view the analyte emission away 

from strong background illumination of the plasma. Whilst 

this too improves the SBR values observed for most elements, 

the increased power coupled into the cavity also dramatically 

improves the detection limits observed (table 6.6). 

Their internally tuned TM010 cavity did require 

modification to prevent overheating and internal coronal 

discharges. Such an approach to the MIP generated in the 

slab-line cavity would undoubtedly affect improvements in 

its analytical capability. The use of the Bollo-Ka~ara 

and Codding torch would however, be primarily to eliminate 
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the contamination problem mentioned earlier and might not 

necessarily lead to a great increase in the SBR values 

observed should the MIP be viewed axially. 

For completeness Table 6.6 shows the analytical 

results reported by Kawaguchi et aI, 1972 (32) for certain 

elements analysed in an MIP generated in a TM waveguide 
013 

cavity (section 2.1). Although it is apparent that 

considerable improvements have been affected in all aspects 

of operation of an MIP it is interesting to note that 

Kawaguchi used an ultra sonic nebulizer to introduce sample 

aerosols into the plasma. Thus, no obvious advantage is 

shown in the use of such a device compared to the much less 

efficient pneumatic nebulizer. 

As with most studies of MIP's used in the spectro­

chemical analysis of solutions that have been reported in 

the Ii tera ture, nei ther one of the i'lIP' s inves tiga ted here 

has been totdlly free of inter-elemental interference 
-1 effects, caused when a 1 mg ml K matrix was added to 

the sample solutions. In line with current thinking on 

the causes of these interference effects Beenakker et aI, 

1978 (20,) proposed three possible mechanisms. 

1) Change in efficiency of the nebulizer/spray chamber 
assembly. 

2) Chemical interferences effect in the plasma. 

3) Changes in the excitation conditions within the plasrra. 

Without a precise method of measuring the amounts of sample 

solutions taken into the plasma as described by Smith and 

Browner, 1982 (109) investigat~on of the first process is 

not possible. The exact nature of chemical interfere~ce 

effects within any type of analytical plasma is little 

understood and most analytical chemists adopt a highly 

empirical approach to the problem, ie.matrix modification. 

This is the addition of other chemicals to the sample 

solutions to change the way in which dissociation of the 

sample constituents occurs in the plasma. 

The results reported in section 5.4.3 which show a 

change in the electron density N in the plasma when , e' 
the interfering matrix is added to the sample solutions 

clearly implicate process 3 in this effect. r u r t r. e r m 0:- e 

in conjunction with the observations reported in section 

6.6, for the ~IP generated in the slab-line cavity at 
-I 

flow rates of 0.1 and 1.0 : rrin ~this shows that, for m~st 



elements investigated, an analyte signal enhancement on 

addition of the interfering matrix is linked with a 

reduction in electron density and conversly an analyte 

signal depression with an increase in electron dens:ty. 

Only very much smaller changes have been observed in 

the argon excitation temperature, TEXC (section 5.1.2) 

and OH rotational tem~erature TROT (section 5.3.2) on 

addition of the interfering 1 mg ml-1 K matrix, but 

these parameters have generally shown little sensitivity 

to quite large changes in the plasma operating 

conditions. 

6.8.3 Comparison of Spectrochemical Results with ?ublished 

Values for Competing Analytical Plasma Systems. 

Table 6.7 lists the results for the MIP generated in 

the slab-line cavity at a flowrate of 0.1 1 min-1 and for 

comparison, the results published for the conventional r:p 
studied by both Fassel's (30) and Bouman's (111) research 

groups. Although precise reasons for the considerable 

differences in detection limits for many elements reported 

by the two groups have not been defined, it seems likely 

that differences in ICP operating conditions are responsible, 

eg. frequency of excitation energy, sample injection rate 

and possibly the use of an ultrasonic nebulizer by Eoumans 

and de Boer, 1975 (29). The resolution of the optical 

measuring system used also affects the detection limits 

obtained. In an inter-laboratory comparison of the reF 
with the CMP, Boumans et aI, 1975(112) comment on the 

degradation observed in ICP performance incurred by use 

of an inferior optical system to that normally employed. 

Inspection of table 6.7 shows that except for Fe and 

Al the detection limits found for the MIP operated in the 

slab-line cavity compare favourably with those reported 

for the ICP where the spectral line considered is emitted 

by the analyte atom. However, where the spectral line 

is emitted by the analyte ion, the ICP detection limit is 

vastly superior to that found in the MIP. This is well 
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r:lement/ 
Epee trum 

Al I 
Al I 

Ba I 
Ba I 

Ca II 
Ca II 
Ca I 

Co I 
Co II 

Cu I 
Cu I 

Fe I 
Fe I 
Fe II 
F'e II 

Li I 
Li I 
Li I 

Ln I 
Mn II 

Ni I 
Ni I 
Ni II 
Ni II 

Ph I 
Ph II 

Sr I 
Sr II 

Ti I 
Ti II 

""Jave­
lenath 

oJ 

(nm) 

MIP 

396.15 980 
309.27-

553.55 
455.40 

393.37-
396.85 
422.67 

345.35 
238.89* 

324.75* 
327.40 

6.8 
25.3 
4.3 

93 

371.99 234 
373.49 24E 
238.20 
259.94* 

670.78* 
460.29 
610.36 

285.21 
279.55* 

403.08 
257.61* 

341.48 
352.45 
231.60* 
221.65 

405.78 
220.35* 

460.73 
407.7']-

498.17 
334.94 

2.4 

36 

81 
79 

87 

13 
19 

Conv ICP 

Ref30& Refll1 

19 
15 

0.9 

0.13 
0.3 
6.7 

4 

3.6 
6.5 

3.1 
4.1 

578 

A .... 

.L. 1. 

0.1 

29 
0.9 

32 
30 
10 
6.7 

180 
28 

45 
0.3 

2.5 

1 
1 

20 
0.05 

0.04 
0.08 
3 

4 
1.5 

0.3 
0.6 

10 
4 
0.7 
0.5 

0.3 
ISO 

4 

0.2 
0.02 

2 
0.14 

4 
4 
2 

20 

2 
0.02 

15 
0.3 

?ef 7 Kef8 

31 
23:)0 

30 1.4 

9 0.31 

7.1 

250 

1000 

15 0.13 

80 0.84 

12 

1.6 

• Denotes best detection limit in thp conventional reF. 
& Denotes recalculated frem 3 6" to 2 6. 

Comparisor. of SDectrochemical ~es~lt5 
rv:IP Gp ner2ted i~ the Slab-line -avit:y 
S P e c t r 0 s cot-' i c ,L.. n .3 1. Y tic 31 5 Y s t e:-- 5 • 
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27 

12 
47 

6.7 

~o 

C.4 

lC:O 
5C 

50 

10 

158 

2 

700 

30 
3:0 

50 

10C 

800 

1500 



.... ..L..L~.:>\...J...Cl.L..c:u .LUL I...O .... I....J..~Hl W1H:::Le ~.l.IT\.l.l.ar aetect'::"on lir.,it:s 

are found for the Ca I sgectra in both th~ ~':? and 

but the detection limits for the Ca II spectra are 1 t~ 2 

orders of magnitude smaller in the lC~. This 'icn~c 

line advantage' has been reported previously by other 

experimenters, eg. Beenakker et aI, 1978 (~O). ~ith 

similar values of <5"B in both the fvlIP studies he.re and 

the conventional lCP, the superior detection power of 

the lCP is clearly due to higher SBR values. The 

observation zone in the lCP is usually above the main 

plasma core and thus bockground i~lumination is 

relatively low which therefore enhances SBR's. A 

similar attempt to view analyte spectra in the tailflame 

of the ~lP outside the discharse tube and slab-line 

cavity did not however produce similar results to the rep. 
Although SBR values were much higher, the RSD of the 

(very low) background signal was po~r. 

Because of this, and despite the attractions of 

the ::IP in terms of its compactness, low power and gas 

flow require~ents it will never seriously threaten the 

superiority of the ICP whenever the ultiffiate in detection 

power is sought by the analyst. Where more m~dest 

detec tion power 15 required, then the j~lP does make an 

attractive alternative to the rcp but for the ~ajority 8f 

anal ys ts thi s wi 11 require that ]':Ir: sys tems are eff ered 

by cornm"-'rcial instrument :~anufactl;.rers. However, 

experiences gained in this investigation durlr.g the 

operation of ar. analytical vr;: suggest that a higr: level 

of skill will be required on the part of the analyst. 

This requirement will need to be reduced of even 

eliminated before a commercial I'-~IP system is made available. 

As noted earlier, steps have been taken by some 

experimenters, eg. Haas and Caruso, 1984 (~:o) to improve 
\ .. 

the spectrochemical performance of the I<IP by lncreas1ng 

the inpu t power to the I :rp, and thi s in conj unc tion wi th 

an rcp like torch has significantly improved detection 

limits. However, these detection limits are still poorer 

by a factor of 10 than the rcp and there is no strong 

'ionic line advantage' dis~layed. To increase the power 

input to an r-~IP still higher so as to lO'wer detection 
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even more is somewhat self-defeating since one of the 

attractions of the ~rp is lost, namely low power 

requirements. 

The future for the MIP, if it is to remain basically 

a low power, low gas consumption atomic errission SOurce 

perhaps lies in the use of a different form of sample 

introduction. Discrete sample introduction into the 

MIP has been investigated by many experimenters, eg. 

Deutsch & Hieftje, 1984 (4 ) and has shown considerable 

promise with detection limits approaching those for the 

Iep. Removal of the requirement for a plasma gas with 

an atomic weight sufficient for effici~nt aerosol 

nebulization also has attractions in that helium can 

then be used. This was shown by Beenakker et aI, 1980 

(10) to prove particularly beneficial in the determination 

of the halogens. However, the use of discrete sampling 

techniques will never match the convenience of continuous 

sampling methods unless a high level of automation is 

intrcduced into the process, as is commonly found in most 

moder electro-thermal atomizer (ETA) atomic absorption 

spectrophotometers. 

Table 6.7 also lists tr.e results reported by K~wag~chi 

et aI, 1980 (5) for a 1 Kw rep using a water cooled torch 

and oper~ted at a total gas flowrate of 5 1 min-1 and those 

reported recently by Ripson et aI, 1982 (9 ) for an rep 
-1 

operated at a total argon flowrate of only 0.85 1 min 

using an air cooled torch. Table 6.7 illustrates that the 

detection limits for these two low flowrate rep syste~s, 

whilst still somewhat inferior to the conventional rep are 

noticeably better for most elements than the present ~J? 

investigated. Should further development result in the 

production of a reliable Iep system with low flowrate, less 

than 1 1 min- 1 and low input power, less than 1 Kw, as 

suggested by the work of Ripson et aI, 1982 (9 ), then 

undoubtedly the MIP with direct sa~ple aerosol introduction 

will be eliminated as a serious contender to the re? 
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However, should a compromise value of gas flo t wra e, eg. 
-1 

near to 5 1 min be necessary to achieve results 

identical to the conventional ICP then °d ' 
o ,prov.l eo more 

moderate detection power is accepta~le, the very much 

simpler :iIP system will find applications. 

It isnft clear how the CMP has come to be regarded 

as a separate entity from the ~IP since it not only 

shares many of the same operational parameters, eg 

excitation frequency and use of microwave cavity but 

also the same inherent advantages and disadvantages as 

an analytical atomic emission source. 

However, the level of spectrochemical performance 

attained with a CMP, as reported by Dahmen, 1981 (36) 

is significantly worse than the ~IP investigated in this 

study and indeed most other MIP's. For the elements 

investigated detection limits greater by a factor of 10 

compared to the ',IP are not uncommon as evidenced by the 

data in table 6.7. In addition, its sensitivity to 

interfering matrixes, discussed later is far worse than 

the I'1IP. 

Certain operational factors also favour the MIP since 

it generally operates at lower input power and gas flowrate, 

although the CMP reported Feuerbacher, 1981 (13) can be 

operated on nitrogen gas and so some economy may be made 

here compared to using more expensive argon gas. 

From the foregoing discussions there can be little 

recommendation for using the CMP compared to the various 

other MIP configurations available and indeed in an 

earlier inter-laboratory comparison of the spectrochemical 

performance of the CMP and conventional ICP, Boumans et aI, 

1975 (112) were unequivocal in their rejection of the CMP. 

The degree of sensitivity to an interfering matrix 

in the sample solution was noted in section 6.6.2 to be an 

important criteria by which to judge the suitability of an 

atomic emission source used in spectrochemical analysis. 

The suitability of the atmospheric pressure argon ~I? 

generated in the slab-line cavity has been investigated 

for various elements whe!1 a matrix of K at a corJce:--.trat':on 

of 1 mg ml- 1 was added to the sample solutions. The resclts 

of this investigation (section 6.6.2) are compared to those 
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for the conventional rep in table 6.8. The rcp data 
used is taken from two sources, Boumans and de Boer, 1975 

(29) and Boumans and de Boer, 1976 (33). 

Compared to the ~IP, and indeed many other atomic 

emission sources the conventional ICP is very nearly an 

ideal atomic emission source showing little or no 

sensitivity to the K matrix. Boumans and de Boer, 1976 

(33) showed tha t this insensi ti vi ty was typical for a I arc,e 

range of interfering matrixes, eg. NH
4
Cl, CsCI, MgCl

2 
and 

FeC1 3 • 

Therefore the conventional Iep is the standard by 

which comparisons are made and clearly the ~IP generated 

in the slab-line cavity deviates by a considerable margin 

from this standard. By comparison the CMP investigated 

by Boumans et aI, 1975 (112) showed variable sensitivity 

depending on the interfering matrix used but this was 

partly caused by changes in the size and shape of the 

plasma when different concentrations of the matrix were 

introduced. This, it was suggested, prevented the 

definition of a meaningful matrix factor if a fixed viewi~g 

height was employed because different parts of the plasma 

were viewed with, and without the matrix. 

When the K matrix was introduced into the :!jIP 

generated in the slab-line cavity, slight movement of the 

plasma was observed for which the precautions described in 

section 6.4 were taken when measuring the matrix factor. 

However, unlike the CMP these small movements, much less 

than 0.5 mm did not appreciably change the part of the 

plasma viewed by the optical measuring system. Therefore 

although the behaviour of the MIP is inferior to the 

conventional Iep it clearly does not suffer with the serious 

operational difficulties encountered with the eMP when 

interfering matrixes are added. 
Although tabulated data on the sensitivity of the low 

flowrate rcp to the presence of interfering matrixes is not 

available, graphical data reported by various authors 

suggests that the behaviour is inferior to the conventional 

rcp. Kornblum et aI, 1979 ( 7 ) estimated that the 

sensitivity of their low flowrateI:P was however less than 

25% worse than the conventional ICP. 
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Element/ A 1 2 3 
Spectrum enm) ICP MIP MIP 

Al I 396.15 1.00 0.8 0.7 

Ca I 422.67 1.03 0.5 0.5 

Li I 670.78 1.09 - 1.2 

Mn I 430.08 0.98 1.6 0.6 

Sr I 460.73 1.15 1.2 0.5 

Sr II 407.77 0.94 2.2 0.7 

1. AI, Ca & Li, Boumans & de Boer, 1976 (33) • 

Mn, Sr " " " 1975 (29) • 

2. Present MIP operated at 0.1 I min -1 flowrate argon 

3. It " tt at 1.0 I . -1 ml.n " " 
Matrix Concentration = 1 mg ml -1 Potassium as KCI. 

Table 6.8 Matrix Factors for the Conventional ICP and the 
MIP Generated in the Slab-line Cavity. 
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The sensitivity of the MIP generated in the slab-line 

cavity to interfering matrixes may be compared to the low 

flowrate ICP using the Ca II spectral line at 393.37 nm. 

Such a comparison, illustrated in table 6.9 is, however 

only intuitive since different types of matrix have been 

used. Also, use of the Ca II spectral line at 393.37nm 

by Ripson et aI, 1982 (9) is not explicitly stated in 

their paper but is inferred from their tabulated "detection 

power" data. Even so, for an alkali-metal matrix of 

either K or Na, behaviour of the MIP is seen to be only 

slightly inferior to the low flowrate ICP and overall 

(considering all matrixes) performance is similar. 

Undoubtedly a more extensive investigation 'of this 

particular aspect of MIP operation is needed before a 

definitive comparison with either the conventional or 

low flowrate ICP can be made. Such an investigation 

will require the use of different.types of matrix and 

probably optimization of the slab-line cavity and/or 

the sample delivery system (including the discharge tube). 

However, the present results give encouragement that even 

modest improvements in performance would make the MIP 

comparable with the ICP. Such improvements will require 

further understanding of the major causes of spectral 

and chemical interferences in atmospheric pressure plasmas. 
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Matrix Factor X(CM, 0) 

Types of plasma K matrix Na matrix Al matrix P04 matrix 

0.1 1 min -1 Mrp. 1.2 

1.0 1 min -1 Mrp. 0.8 

1.0 I min -1 rcp. • 1.05 1.15 a 0.88 

2.0 I . -1 
m~n rcp. b • 0.89 0.93 0.79 

4.8 I . -1 rcp. c 0.80 2.00 m~n • 

Ca rI spectral line at 393.37 nm 

Matrix concentration -1 = 1 mg ml 

References: 

Table 6.9 

a . -1 rcp operated at 1.0 1 m~n total argon 
flowrate in an air cooled torch, 
Ripson et aI, 1982 (9). 

b -1 rcp operated at 2.0 I rin argon flowrate 
in a water cooled torch. 
Kornblum et aI, 1979 , 7). 

c . -1 rep operated at 4.2 1 m~n arg~n flowrate 
in a water cooled torch, 
Kawaguchi et aI, 1980 (8). 

• Calculated from percentage sensitivities. 

• Calculated from relative intensities. 

Comparison of Matrix Factors for the ~IP 
and Various Low Flowrate rcP's. 
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Chapter 7. Conclusions 

7.1 Plasma Models Applicable to the MIP. 

The investigation of the fundamental physical 

properties of an atmospheric pressure argon MIP, 

reported in this thesis has considered several 

different operational conditions. These may be 

rationalized to define 4 MIP systems as follows. 

i) The slab-line cavity used to support a dry 

argon MIP at different flowrates and microwave 

input power. 

ii) In a different configuration to i), the slab­

line cavity used to support an analytical 

argon MIP incorporating sample introduction, 

operated at a flowrate of 0.1 1 min- 1 using a 

Babington nebulizer. 

iii) Identical to ii) but operating at a flowrate 

of 1.0 1 min- 1 using a crossflow nebulizer. 

iv) The TM010 cavity used to support an analytical 

O .-1 argon MIP operating at a flowrate of 1. 1 m~n 

and using a similar sample introduction system 

to iii). 

Significant differences have been observed in the 

electron density, excitation and rotational temperatures 

between these 4 MIP's. Furthermore, evidence has been 

obtained which shows differences in the excitation 

conditions between different physical locations of the 

same MIP. 

In LTE, only one temperature parameter is required 

to describe the entire MIP system (section 1.3.2 ii), 

applicable to every plasma species present. Clearly 

from the different argon excitation temperature 

(section 5.1), iron excitation temperature (section 5.2) 

and rotational temperature (section 5.3), none of the 

MIP's considered is in a state of LTE. 
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If the MIP were in LTE, Saha equilibrium would 

exist between the Ar I excited levels (inclucing the 

atom ground level) and the ion ground level (section 

1.3.3 ii). 

= 

= 

= 
= 

= 
= 

= 

= 

The Saha equation 

electron density. 

ion ground state density. 

density of an excited level. 

degeneracy of an excited level. 

excitation energy of an excited level. 

ionisation energy from atom ground level. 

degeneracy of ion ground level. 

Te = electron temperature. 

and all other symbols have their usual meaning. 

could then be used to calculate the electron temperature 

from the measured electron density. For LTE, the 

excitation and electron temperatures are identical. If 

this calculation is performed for each of the ~IP systems 

defined, the results are as shown in table 7.1. The 

difference between the electron and excitation 

temperatures provides further evidence for the lack of 

LTE in any of the MIP's. 

However, the results for the analytical MIP 
-1 generated in the slab-line cavity at 1.0 1 min suggest 

that in the 'main body' of the plasma, the departure 

from LTE is less than when the viewing zone for optimum 

spectrochemical performance is used. )~hen the main 

body of the MIP is viewed, measured excitation and 

calculated electron temperatures differ by only 900 deg K 

(see '&' on table 7.1). 
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MIP System TEXC(degK) N
e

(cm- 3 ) T (degV) e 

i) Dry Argon MIP in 

Slab-line Cavity. 4800 6xl0 14 
7000 

ii) Analytical MIP in 

Slab-line Cavity. 

Flowrate = 1.0 1 .-1 m~n % 4100 9xl0 14 7500 
iii) Analytical MIP in 

Slab-line Cavity 

Flowrate = 1.0 1 . -1 mln % 4400 1.5xl015 
8100 

& 7500 4.2xl0 15 8400 
iv) Analytical MIP in 

TM010 Cavity. 
. -1 Flowrate 2.0 1 5000 2xl0 15 8200 = mln 

Blank solution aspirated for all analytical MIP's. 

% using viewing zone for optimum spectrochemical performance. 

& using viewing zone 2 (see figure 5.3, section 5.1.2). 

Table 7.1 Summary of Excitation and Electron Temperatures 
and Electron Densities in the MIP. 

In the progressive deviation from the state of ~TE in 

a plasma, a pLTE regime is characterised by an under 

population of the atom ground level but Saha equilibrium 

still exists between the excited levels and ion ground 

level (section 1.3.3 iii). The under (or over) 

popUlation of the ground level, Nl compared to the ground 

level population, N
l

(S) where Saha equilibrium includes 

the ground level, is expressed by Raaijmakers et al, 1983 

(51) in terms of a parameter, b 1 , given by 

= Nl 
Ni ( S) 

They also make the assumption that for typical atmospheric 

pressure plasmas like the ICP, b
i 

lies in the range 0.1 

(for an under populated ground level) to 10 (for an over 

1 d d 1 1) N t 11 °f Saha eq~:ilibriur popu ate groun eve. aura y l -

exists between all levels, Nl = N1 (S) and b 1 = 1. 
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If an under population of the ground level is 

assumed in the main body of the 1.0 1 min- l analytical 

MIP generated in the slab-line cavity, then the electron 

temperature may be re-calculated using b
l 

= 0.1 and a 

modified Saha equation. The resultant electron 

temperature is 7500 deg K, identical to the measured 

excitation temperature and therefore it seems highly 

likely that a state of pLTE exists in this part of the 

plasma. Re-calculation of electron temperature in this 

way, for the other MIP's does not produce an equality 

with the measured excitation temperatures, therefore 

deviations from LTE must be greater. 

Some of the graphsofLn(I~/gA) versus E for Ar I, 

obtained in the MIP under various operating conditions, 

showed a slight under population of the 4p excited 

levels. This was particularly noticeable in the 

analytical MIP generated in the TM010 cavity (see 

figure 5.7, section 5.1.2). Schram et aI, 1983 (113) 

observed that this behaviour may be a consequence of 

significant radiative losses due to the 4p - 4s electronic 

transition in a recombining plasma in which pLTE does not 

exis t. 

Further deviations from LTE are likely to be 

indicated by depopulation of the excited levels, starting 

with the levels near the ground level of the atom. 

Based on their parameter, b
l

, Raaijmakers et aI, 1983 (51) 

define a set of b. describing the under (or over) 
l 

population of progressively higher excited levels. 

In the analytical MIP generated in the TM010 cavity 

there is therefore some certainty that deviation from 

LTE (or indeed pLTE) is sufficient that the concept of 

Saha equilibrium is no longer applicable. Under these 

circumstances it is suggested that the ~IP has entered 

a quasi saturation phase (van der Mullen et aI, 1980 (50» 

and a collisional-radiative (CR) model may be a more 

realistic representation of the plasma (section 1.3.3 v). 
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There is some slight graphical evidence of an 

under population of the 4p excited levels in both the 

dry argon MIP (see figure 5.2, section 5.1.1) and the 

analytical MIP operated in the slab-line cavity at 

0.1 1 min-
1 

(see figure 5.5, section 5.1.2). It is 

therefore possible that in these MIP's also, a CR model 

may be more applicable than pLTE. 

For the analytical MIP generated in the slab-line 

cavity at 1.0 1 min- 1 and using the viewing zone for 

optimum spectrochemical performance there is no 

suggestion of an under population of the 4p excited 

levels (see figure 5.6, section 5.1.2). The calculated 

electron temperature, even assuming pLTE to exist in 

this part of the ~IP, is however much greater than the 

measured excitation temperature. This suggests that 

the limits to b 1 set by Raaijmakers et aI, 1983 (51) 

are not realistic if an interpretation of this particular 

MIP in terms of a pLTE model is desired. However, an 

alternative explanation could be an under population of 

the 4s excited levels, which would not be observed in 

this work. This would then be suggestive of a slight, 

though definite deviation from pLTE into a CR regime. 

Iron excitation temperatures (see table 5.8,section 

5.2) in the analytical MIP generated in either cavity are 

always significantly higher than the corresponding argon 

excitation temperatures (see table 5.5 and 5.6, section 

5.1.2). They also more closely approach the electron 

temperature calculated from the measured electron density, 

assuming the MIP to be in pLTE. Even so, the iron 

excitation temperature is not representative of the MIP 

as a whole and the aspiration of Fe samples was also 

observed to influence the measured electron density 

(section 5.4.3 B). Since the introduction of Fe changes 

the nature of the plasma, it's routine addition to other 

types of samples as a means of plasma temperature 

determination would be ill advised. 

220 



OH rotational temperatures measured in the 11IP 

systems investigated are considerably lower than the 

argon or iron excitation temperatures. This was also 

reported by Abdullah and Mermet, 1982 (47) in a . 
comparison of argon and helium MIP's and ICP's. 

However, the OH rotational temperature has shown some 

sensitivity to changes in the conditions within the 

dry argon MIP (section 5.3.1) when the argon excitation 

temperature was unaffected (section 5.1.1 B). Since 

water vapour is normally automatically present in any 

analytical MIP (or Iep) incorporating a nebulizer, 

measurement of OH rotational temperatures provide a 

useful indicator of plasma conditions and is recommended. 

7.2 Conclusions on Simultaneous Electron Density 
and Plasma Load ~mpedance Measurements. 

variation of the argon flowrate or microwave input 

power has been shown to cause a significant change in 

the electron density (section 5.4.2 B/C). However, 

much smaller and apparently unrelated changes were 

observed in the real part, R of the complex load impedance. 

These changes in impedance have been attributed to 

operational factors (section 4.5.1) such as the volume of 

plasma within the cavity. 

The electron density was shown to be dependent on 

the internal volume of the discharge tube, and hence the 

MIP volume (section 5.4.2 D). However, the electron 

density was not nearly so dependent on the relative 

positions of the MIP and cavity inner conductor except 

for the smallest discharge tube used. The exact 

opposite was found to be true for the real part, R of the 

impedance (section 4.5.2), ie. more dependent on the 

amount of quartz within the cavity and the relative 

positions of MIP and inner conductor than the MIP volu~e. 

The imaginary part, Xc of the impedance was found to be 

virtually independent of any of the parameters. 
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The removal of the majority of the water vapour 

from the argon plasma gas produced a 40% reduction in 

the measured electron density (section 5.4.2 E). 

Allowing for the slight reduction in electron temperature, 

calculated from the Saha equation (section 7.1), such a 

decrease in electron density should have produced a 2.4% 

increase in RT • However, a slight decrease (2.5%) in 

the real part of the load impedance was observed 

(section ~.5.3), attributed to the increase in MIP 

length within the cavity. 

Simultaneous measurement of the electron density 

and plasma load impedance in the dry argon MIP generated 

in the slab-line cavity has therefore clearly failed to 

produce any firm evidence of an inter-dependence between 

the two parameters. 

This is in contrast to the results of Allemand and 

Barnes, 1978 (55) who measured the impedance of a 1 kW, 

27 MHz argon ICP and obtained a value of 0.98 + jl.9.n... 

They also report variations in impedance for different 

RF input powers, gas flowrates and the introduction of 

sample aerosols. 

7.3 Cor re 1 a tion Be tween E 1 ec tron DeI": si ty and :'ia tr ix 
Factors in the Analytical MIP Generated in the 
Slab-line Cavity. 

The dramatic decrease in electron density (section 

5.4.3 B) observed when sample solutions containing a 

1 mg ml- 1 potassium matrix were aspirated into the 

0.1 1 min- 1 MIP generated in the slab-line cavity 

coincided with analyte signal enhancement for most of 

the elements investigated (section 6.6.2). Conversely, 

the slight increase in electron density observed under 
. -1 d . similar conditions in the 1.0 1 mln MIP generate In 

the slab-line cavity coincided with analyte signal 

depression. 
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It was originally thought that this signified some 

fundamental change in the physical properties of the 

analytical MIP (section 5.4.3 B). However, this 

behaviour is now believed to be entirely due to the 

slight physical movements of the MIP upon aspiration of 

the potassium matrix. 

The viewing zone used for optimum spectrochemical 

performance was critically set at the very end of the 

MIP. In this region, electron density is diminishing 

as distance from the main body of the plasma increases 

(section 5.4.3 A). Also signal to background ratios 

(SBR) for analyte spectral lines are large, mainly due 

to the reduced luminosity of the plasma (section 6.5.1). 

Any slight movement of the MIP upwards would both 

decrease electron density and increase analyte SBR. 

Similarly, slight movement of the MIP downwards would 

both increase electron density and decrease analyte SBR. 
~ 

This is precisely the behaviour observed in the 0.1 1 min-~ 

and 1.0 1 min- 1 respectively. The greater effect noted 

for the 0.1 1 min- 1 MIP is probably due to it's slightly 

greater sensitivity to the introduced potassium 
-1 (section 6.6.1) compared to the 1.0 1 min MIP. 

The aspiration of Ni and Fe samples, also found to 

influence the measured electron density (section 5.4.3 B) 

presumably had a similar effect on the position of the MIP. 

In order to minimise this problem in the future, it 

will be necessary to sacrifice some of the detection 

power and set the viewing zone used for spectrochemical 

analysis nearer to the main body of the plasma. However, 

matrix factors closer to unity may then be obtained. 
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Appendix A 1 (' tt -: ~ca er~ng Para~eter 2e~~ese~~atio~ 
of a Gener2l~·v.'o Port >:et .. 8rr: 

E'I 
n 

~ 
:..; (,z 

~ 

2 PORT 

Er, NET'lvORK Er2 
~ • -
Zo Zo 

Figure A 1.1 A General 2 Port Network 

Figure A 1.1 shows a general two-port network inserted 

into a transmission line of ch2racteristic im~edance z • 
.. 0 

Voltage like waves Eil and Ei2 are incident upon each 

port of the network and si~ilar waves, Erl and Er2 a~e 

reflected from them. Total voltages and currents on 

the transmission line may be deduced from these incident 

and reflected waves by the simple equations:-

V1 = Eil + E rl V2 = Ei2 + E r2 

11 = Eil E 12 = Ei2 - E r2 - rl 
Z Z 

a a 

Where V
1

, 11 are the total voltage and current values on 

the left side of the two-port network and V2 , 12 are 

similar values for the right side. 

As for eg. the hybrid (H) parameter representation 

of a two-port network these incident and reflected waves 

may be used to define a parameter set for the network, ie. 

Eri = Pl1Ei1 + P12 Ei2 

Er2 = P21Eil + P22 Ei2 

where P11 •••• P 22 are the defined parameters. 
Furthermore if each of the incident and reflected W2ves 

is normalized to the characteristic i~Dejance of the 

al 



trans~ission line a new set of variables are 0""" +- -l" ~ Po < ...... ~l..C .... ___ , 

a 1 = Eil a
2 = ~ ..... i2 

20 
-Z 

0 

b 1 = Erl b 2 = E r2 
Z -Z 

0 0 

Substi tution of these new variables back into trJe 

parameter set equations gives a new parameter set. Due 

to the alternative use of the word scattered to refer to 

waves reflected from a network as a consequence of waves 

incident upon it, this new parameter set has traditionG~ly 

been referred to as the scattering (S) parameters of the 

network (See figure A 1.2). S parameter equations are 

also shown in the form of a matrix. The S parameter 

matrix is often referred to as the normclized scattering 

matrix [sn]. 

Figure A 1.2 

b 1 = S 11 a 1 + S12 a 2 

b 2 = S21a l + S22 a 2 

[:~] [5
11 5 12][ a 1] = 

S22 a 2 S21 

= [SN] [:~] 

Scattering Parameter Representation of 
a 2 Port t\etwork 

a2 



For any parameter set, each para~eter is phy~~cally 

measured ·.J~en one or other of the va~iable~ is ec:.-..:al to 

zero. In the case of parameter sets used in low fr~quency 

circui ts, ego Z parameters, t:;is no>-mally involves 

att0ining eith~r zero voltage or current. 

The open and short ci~cuit ter~inatians necessa~y t~ 

achieve such conditions at high fre~uencies are not easy 

to produce. The major advantage of 5 parameters is thGt 

to measure eacn parameter it is necessary only to set 

either an incident or reflected wave to zero. This may 

be illustrated if the right hand end of the transmission 

line (see figure A 1.2 is terminated with a ~atched loae, 

2m equal in value to 2
0

• Then the wave a
2 

will go to 

zero since all of the energy represe~ted by wave b
2 

incicent upon the matched load ~ill be absorbed and no 

reflection will take p12ce. ~he relevant 5 para~etE~s 

are i:}~ en expres s ed fo ,::,ma 11 y as:-

= 

a...., = 0 
c:. 

= 0 

5
11 

is the in~~t reflect~on coefficient ane 5 21 lS 

fOr~J3rd trc3ns:r:ission coe::ficient '..vi::.1: out~u~ po~-t 

ter~inatpj in 2 ~a::.che~ load. 3y a~alogy, i= a ~2tc~~d 

is ::sec to termina-::e the o::he~ enc o~ the 

in ficure A 1.2 -1-' ,-nen the relliaininc two 5 parar:-eters 

may be measured, ie. 

:;: 

= 0 

5
22 

is the output reflection coefficient ana 5 12 is the 

reverse transmission coefficient with the input port 

terminated in a matched load. The number of independent 

5 parameters may be reduced when the exact physical 

properties ~f the two po~t network under discussion are 

considered. It should be noted that since generally the 
. ' I and 5 parameters are complex quantities havlng moau us 

arg~ment there are 8 inde~endent parameters inv~lved. 

a3 



I f the ne twork is reei ?~oc2l then 5 _ =" I::: .:.2 - 21 • 
the network is lossles~ then the unitary ~2t~ix ~r=~~rt~e5 

yield further reductions in the nur:-,>=~ 0: inde~:en:>?r,~ 

paramete~s, namely -

Is 111 = 15 221 
Is 121 = ./~1 ----=-15-

11
-:--1 """'-2 

¢12 + nIT where n is an inteqer. 

2 

the modulus and argument of 5
12 

is completely 

specified by the reflection coefficients 5
11 

and $22-
If the right h~nd en~ of the trans~ission line in ficure .. 

1.2 lS termin~te~ in an unmatched 10BJ, ie. af 2 value 

not equal to 20 the 22 ~ o. ;. 1o,,},:,:, reflection coeffie':'''?nt 

PL r~y be defineri as 

It can be th~t 

-"-
7 = 1 + ~7 

L 

1 -
PL 
fL 

b 
2 

lOod 
. , 
2.IT,·"'C :=:nce is 

~ith the oUt~ut of the network t~us ter~in2tej an in~~~ 

reflection coefficient, o r.:a::l be def':"ne:::: c.S D_~, = ::::. 
\ I U \ .1 ,\ .J. 

and expressed in 

eL as 

terms of the network S par3~eterS 

= 

This is an important feature of the 5 parameter representa­

tion of a two-port network, sincR measurement of the in~ut 

reflection coefficient enables the load impedance to be 

determined when the network 5 parameters are kno~n. 

is of particular importance to the sla~-line cavity since 

'vv'e !::av then calc:'ll:'3te the imped3.nce 0: the a~Clcn 
~ . 

.... ---"'\ I _ 

measuY'er:lents of 0_" as de-:.::.ilcC: in 
\ _1._" 

+- . ,~ seC"lon .... J 
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sng~neer'::"n~ Jrawinq~ of t:--,e '1"",' ...... r./ r 
'J l~' 

~ . '- =. \'l --:y 

and Input Couplinq. 

as 



; I 

- . 

~ -' 

\ 

r-
1 
1 
1 

1 

\ ,. 

I .., 

I 
I :I 

-LJ . __ $"'j_\1 
'I , 

'-"f' 1 
, ,I. 
1--or----1 

---. --ul--- --

~!odified TM010 Cavity. 

3rd Angle Projection. 

:Jimensions in mm 

_~cale 1: 1 

:la terial: 3rass 

·:ote: 1 main body 

plus 2 ~alrs side plates. 
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\.'-

Input Coupling for ~M010 

cavity. 

Scale 4:1 

Sec tional Vie'", 

r<a teri al: 3ras s and ~7r'::: 

sheet stock. 

~imension 
, 

.. '-\.= 1.7J~O.025r;-, 

3= 6.0C~O.025 ~~ 



~o~~~te~ ?ro~r~G to :a:cul.:~e ~ho ?1~:rr2 
Loa~ I~~,ej~~~0 f~~rr ~e~sur~~~~ts O~ ~~e 

Sl~ te~ ~ineo 
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E:::~G I N 
COMt·iENT 

COHt'lENT 

MICROWAVE PROGRAMME NUMBER 9 CALCULATES THE MICROWAVE 
H1PEIIt'~'NCE:: OF TI'IE PL;:'ISl1(~i FOFo~ I~L.L FL.OW .. ··RATES ;iND POWER 
L.EVEU:~ ~ 

SL.AB L.INE CAVITY PARAMEfERS. 
SL1~SPACING BETWEEN SLAB LINE PLATES (CMS). 
SL2~O.D OF SLAB LINE:: INNER (CMS). 
L.~L2~L[NGH OF SLAB LINE INNER (eMS). 
z ~=; ::: C H (2'1 I:;: (.~I C T E r~ I ~:) TIC I j"'\ P E It (1 NeE 0 F ~:; L (.1 B LIN E (0 H rl S) • 
PI L F' 1 .. 1 tl f;; :::: (2'\ T T [N U Fi T ION INS L ,~YE: LIN E (D B ~; F' [I~ C i1) .. 

COAXIAL FEED LINE PARAMETERS. 
C01=I»D or COAXIAL LINE OUTER (CMS). 
C02~,O"D OF COAXIAL LINE INNER (CMS). 
L.C02=L[NGH OF COAXIAL LINE INNER (CMS). 
ZC=CHARACTERISTIC IMPEDANCE OF COAXIAL L.INE (OHMS)" 
{2·,L.PH(·tC~:: (.:, TTENU (., T I ON IN COr-'IX I {~"iL. l. I Nt: (DBf:; F'[H Ci1). 

COAXIAL CABL.E PARAMETEHS. 
ZD,:::CH(ii:~{:iCTLF~I~:;TIC IriPEDi::'tNCE or C{-iBL.E (DHi1~~).; 

EXTERNAL PROCLDURE G01AAA ; 

.,., , .............. ,.. '" '.' "1 '" " \'''\ .. ,. T I '''r' '1'1:"·, Tin 
L f\l I I...l...i LI·'.: .L" ,.1 'J 1\ \. ,"{ 'J 1", ., 'v II I' _. 9 I ',' J .... J y. . I"l .1. I ... ? 

!... ;"i INC: 1 :: 6 J ~ ~; D B [: :I. :: i,] 'I F' H Y F~ HOI N [ :I. ~ !:.'i J • ~:) [: .L ~ t, J y 

i'j 0 Dr;; H () I N [ J ~ '~i J y W T I: :I. :: '.'i J :; 
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f"\"'OC"I"'I'IIJf"\:" "'L" 'l']'r'l '" (" -r:, C" 'r .... F' ..'~ , :" , .. '\, ". n J l... . ,,' ... T I':' v ":,,, ".I I., L. v .. ) :; 

REAL A,B 9 Cy D,E.r'; 
BEGIN 
A:=C*E-D~F ; B:~D*Et'C*F ; 
[:i'HI :; 

I" I" 1') (" ' .... [Il J I"'j'" Y'I '[ I I T 1'1 C (" '(j C" ." i'" f'" .. ' ".:.. ..,:;. .'\::. L... V.I, ,I... , .. , " J_'., ,., 1.1" ::, " .. ) :; 

REAL AyB.C.DvEyr; 
BEGIN 
A:=(C~E'I'D*F)/(E*[+F*F); B~=(D*E-C*F)/(I=*E7+F41='. -. . .. "., 
END:; 

BeGIN 

, [ND:; 

PROCEDURE SUBTRACT 
REAL A,B,C,Dy[,r; 
BEGIN 

\,' (:: 'C{ t .. ·· X'I ',::' I::' '\ • 
I I) J.. 1.1 .1 ',I • '1 •.• J} '~.I 

U U T F' U T ( ;~.~ " II D ~:; 1< II ) :; 
or' [ ! .. ~ r' I L. L ( =: " II j·.-l? 1) ~l T (:', n D U T U ) :; 

UUTPUT (~'5 'I I! TTY l! ) :; 

I i'ii"'UT «() 'I II TTY ~ ) ; 
~:)LI...ECT I NeUT «() :; 

1 N F' l..I T ( 4 v U II~; r< II ) ; 

I,) r C j') F J i... F ( /:' ~, 11 (\ <)' II (i T ('i " F~ tt I/J n ) ;; 

WRITE(II[NJTHIS IS PROGRAM FRED? EVALUATING PLASMA IMPEDANCE[NJn)~ 
W r;: IT:::: ( liTO II (\ Y ~) II (~\ T r::: I ~3 11) :,: 1.,,1 F~ I T L ( V 1:1 I~:" T C ) :; 

w r~ I T E ( II I:: N :] 1:1 D Y () U F~: E nUl 171: E H Tell (j ,~ l... 0 W U tl 1 N C (', I.) TTY II I i-I E t) S I Cl (~ ~-; 
F F: D i1 ~:> T D 1:< :::: [ N J R ) t: 

BCGIN 
I F' CJ I~I IN:::: II H I [i H nTH [ I' J 
BLGIN 
:r. N F" U:T' ( 1 ~ Il II ~~ h " ) ~ 

DF'[Nl'" I 1..,[ (1 ~ \I (j';:'D{:)T() u INH" ) ~ 

[1--!D 
FL.LE 
DFOIN 
INPUT (:L y n D~;I'\ II):; 
OPLNrIlE(l y

D M9DATAuINL. U
); 

[:NIt ~ 
END~ 
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~:~:::I...!::CT I NF'UT ( :I. ) ; 

READ(SL1);READ(SL2);READ(LSL2);READ(C01)~READ(C02);READ(LC02)­
READ(SPACER); , 
WRITE(HDATA ENTERED IS[NJ U);WRITE(QSLl = U);PRINT(SL1.3.2)-
W I:', I 'T' [: ( n [. ~'l J c'L ':) ~;: II"" r.:'I:·o I ~\I'T' ( r.' l ':) 7 "X' .. ., \. -. ..1 ,J ... _ } vI" ..... It _) ...... y-..J ..... ,} " 

WRITE(U[NJLGL2 = n);PRINT(LSL2.4~3);WRITE("[NJCOl = n); 

PRINTCCO:l. y 3¥2);WRITE(U[NJC02 = ");PRINTCC02.3
v
2); 

W \:" 'r "r I:~ \' II 1- U -I' (" ("1, ') :::. ".) u I~' I::' I l-.J·r ( l (TJ ':) '7, 'J" .. \ •• _. _I't •• L. J ...... 'J '. I' •• _ , •• "",,'.J,!,_,} , 

WRITE("CNJCAVITY SPACER ~ ");PRINTCSPACER.4.3); 

CONMENT 

;'~:[{:iD (G{~\n) :,: 

CALCULATION OF ADDITIONAL PARAMETERS; 
P I ~ :;:::3 .. 1 4 1 5 '? ; 
,'" '1" ., .', r' 1 'l ')" fJ () 1 \::. I .. ".JL, .. H ...... "il_. '·T.. " 

2: Cj :: ;::: 5 () ; 
~'I'(~M(~ "= 'lr}A(L') " ,.} .. JI'l I ... \ \.1 '! 

CALCULATION OF IMPEDANCES ; 
ZC := 59 .. ?33*LN(Col/C02); 
18 ~= 59.933*LNCSL1A/SL2); 

Ct"ILCULr:\T I ON DF U V(II...UE~3;; 
U :I. :: ;:: C Z 0 ,:" Z C ) /' .; 2 .. () 1(' Z D ) , 
u::: :: ; .. : C Z (j .... Z C ) / ( :2 n 0 ,)t Z () ) ; 

CALCULATION OF ATTENUATION VALUES (PART 1); 
i\I...PH(1 : :~: ? .. ?!:.'j )(, ( :l. 0· ... ( ,·6) ) 10 .. 434294:; 
I::' L. F' H {1 :I. :: ;;:; (~II... P H 1-::'1 '" ( '1 1 C 0 :I. + J. / C ():2 ) 1 L. N ( C 0 :J. 1 C 0:2 ) ; 
, I ,- I ' " '") '1 1"'1" '( 1 I r' I 'l/" t ,. I (" l "j) 1 1 l>.J ' ("' 1 '1 f" I' (" I "» .. r'~1 ..... ' "j H .':_ :: :.:, Ft I..... "I f~ ')\'. I;;).... 1'1 •• .I, " ..;} _.... . •• 1' .... ,:> ~ .. -t ,:>._ ~. II 

WRIT[("[NJPLASMA GAS~");WRITE(GAS); 

COl'-1i"jCNT CALCULATION OF S PARAMETERS; 
RS11 := (ZC + ZS)!C2*ZC); 
I 1'1 ~:) 1:1. :: ;::: () 11 () :; 

]:;.: ~3 :~~ ;2 :~ ::;~ i:~: ~3 :I. :I. ? 
I 11 ~:) :::.:~:.~ !! .::: I J'; ~311 ; 
", ' .... ·1 ,', ' "1' ('\ "7 ( .. ,.) I ( ") ,j(- '7' ("' ) .. "X ,:). ,.':. :: ::~: ~ i .. .J •••• .< •• ~:) I, ,:.. ;.. .. 1 ~J 

I J~1 ~:) 1 :;~ !: :;:: () II () ~ 

J:~ ~:; ::.~ :l ~: :::: F\ ~; 1 ~~ ; 
I i' ,) ~:) ::.~ 1 :: ;::: I i'"-1 ~:) :I. :~ ; 

CALCULATION OF COUPLING GA~;r 
f ' t'" A. I:', ...... C C" I':' 1"1 r'j::'l':," .... ()" >::j) .... L b L. ...:: :; _r :.1 t"ll II •••• , .. I - _.' ... " '\. 

r,., .... "1' . (.) r 'Y'l' -:,' ': ... ) n r" r.:' ,:~ 1'1 ' I Iyy'l' n I::" ) .. r\ L. I-I .I ( ..1 J 1.01... ~~. I ... I 'I • \ ... ) .. I... \. • 

, • (~, .,. T ':~ , II ,- ",1 "11:"\ ~: C ',I:: T l J B F n 1"1 :::: I' ) .. P F\ I NT ( () It TUB E ., 3 • 2 ) V t.,II\.I. 1 L \ .. I'. .. ... f ... d d I . .., .... ., 

WF"\ITE: ( II j"\''i~:)I::N] II ) ~ 
l\I::~ITE( IIPl...tISl"'ltl TUBE I .. D ::::") :;pr-<INT(IDTUDE\,~3'12) ~ 
WRIT[C a MMSCNJ"); 

all 



("' 1::-1 I~~ c'r I i\ll~:' I J "f' ( / ) " \.} _. _ .... .., • J.. :'.i I, 

F~[i~lD ([){PTDATE) v 
WRITE("[NJDATA ACQUIRED ON U);WRITECEXPTDATE); 

r~[(.-lD ( T) ; 

I,.JFnTE(" [NJNO OF Ft.OW····F~(:,TEf:; lYlE])::::") ~F'FnNT(T .,.2.0); 

R[AD(VIEWPOS);WRIT[C"[NJSPECTROMETER VIEWING POSITION IS g); 

Wr~ITE(''')I[~Jr:-OU) :; 

BLGIN 

ARRAY F·LOW[l:TJ. ;"'l J ~, r" I'" II /, (" ,-.\ "r "1 ":.i ..... 1 f; .... .. .- I··t ~ ... L:: .." 

ACCALrHAS := 0.0; 
t,cc,:'.L.PHtIC :: .... 0 .. () ~ 

F' D P r L.. :::: 1. ~:) T [: P 1 U i\! TIL T II D 
BLGIN 

~:)EL.ECTDUTPUT (:::;) :; 

F;~ I::: tl n ( 1'''1... 0 j,.J I:: F I... ::I ) :; 

~JUl"ll\LPH(iS I: 1 :: TJ :.: 

I J I:" .,. 'T'I::' ( 1/ 1- ') l<J -II:~ I () W .... r.~' :: "r E·:' ~:: II • "i::' I:" T • J'T ( I:~ I 'J WI" 1::-1 ] 1:~ 'l)" ~ I . .t .... .. ,._1'. _ .... r . C I .. )? \ .L ~ . • .. l _ '" • -.! 'J • ~.' 

I,.J r< I T [ ( u ,··i L F' [ F~ (1 I i\l I:: 2 N ] 11 ) ~ 

F<r:,:~.D (,.J) :; 

W r~ J T [: ( n N Cl [) ::- F' () t.J E F,: r~ E r:~l II I N (J ~j ~:; n ) :; P F~ I NT ( "..1 • 2 • () ) :; 

::;U(j(··II...F'H('I~3 I:: Fl...::1 :: ::.: 0 u () :.: ~:~Uhl·Il...PH?~IC I:: FL. J :: :::. 0 .. ():; 

(\ r;.: 1:\: /'1 'y P n i,J [: F< ::: i·1 I:: :i. :: ...J J ~ POl .... ) E F,: 0 i.J T [ :L ~ ..J::I .) (! I::. TIN PUT P 1,.) F~: [ :I. :: .. J J 'J 

LI~\(i:O(lL.i.:: JJ" L.EN[:I.:: J]., UFF,[(lL:I. ~.JJ. 
(:i L P H I~'i ~:; I:: :I. :: . ..1 J .,. (::j L. P H l:1 eLl :: J::I I' 

h: F< HOI N I:: :I. ~ J] ., I h F~ H [) I (~ [ ::. :: ...J J 'J 

h () 1:1 r~ HOI N h E i:'1 N I:: :I. :: J::I " ~; f'1 :.:.: [ :I. :: J::I ') F' H Y' d E t, N r 1 ~ J ::I ., :j :2 I:: :I. :: J::I ¥ 

RZIN[:L:JJ~ IMZINL1:JJ. MODZINl::l:JJ v PHYZIN[l~JJ. 
Fi: r;: H U L. I:: :I. :: J J 'J I ("i F~ H Cl 1... I: :i. :: J J ') lv\ U D F, H n L [ :i. ;: .. .J J? PH Y Ii H (] L. [ :I. : J J ¥ 

RZI...[1~JJ9 IMZLl::l:JJ y MOD1L[1:JJ. PHYZLL1:J::I, 

F n r~ I"~:: :::: 1. ~) T L F' 1 l.J N TIL. J I:i Ci 
BFCIN 
RFA:O(POWCRIN[KJ)~READ(POWEROUT[KJ); 

r:'C)I,,;[r~: I i'l i~ r~:J :: ;::: POI..J[F;~ I N I:: i<] .j(. 93" 325 ~: 

PO l..J F F~ Cl UTI:: i< ::l :: ::;: F' 0 W [: F~ 0 UTI:: r~ J ·}t 8? u :l.:2 ~5 ; 
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~;[U:::CTOUTPUT (:) ~ 

WRITE(DC2NJINPUT POWER=U);PRINT(POWERIN[KJ~5.2);WRITE(· WATTS[NJ"); 
WRIT[(QREfLECTED POWER=");PRINT(POWEROUTCKJ

y
5.2); 

WRITE(" WATTS[NJ"); 

COMMENT CALCULATION OF NET INPUT POWER ; 
. JI-'1']" 'r' u-r'l- UF' I"!.:' J 1- OWE'I" 'r:"'1 1-1'''1 f".,: .. N,··· ':_1:, ~::::." : .. , .,. _\ .. 1 .... POWEf.:OUTU<J ; 
WRIT£("NET INPUT POWER=");PRINT(NETINPUTPWRCKJ.5

y
2); 

WRITE(U WATTSC2NJU); 

r~ i~: (2\ D ( L. [ N I:: t:; J ) :.: 
wl .. · .... r·· .. ·( Uj-'! "("\-'.'" 11-(..1('1·11 .... 11 ·) 1-'r:'I~rr(LI-(.,II-I.-·J .... 'l' W'-'[TE U ',.1. L '. .. ... h d I 11"1 ,_:. 1 '~ .. ) ...... ~ .. r\ . r·. . ::.1', _ ,.\. ., ,:J y. ); 1"\ . .. ( Ct-\SCNJ II ) ; 

C () 1'111 E NT 

READING LMIN DATA~ 
BEGIN 
FOR 1:=1 STEP 1 UNTIL M DO 
BE=G I N 
1:;:[(,[\ (l...i·· .. iINC I J) ~ 

[ND:; 
FU:O:; 

Ct,i...CUl...t,TION OF ~)~;wn t:< l"jODrt:HOIN ~ 

BLGIN 
FOR N:=l,N+l WHILE N<~=V DO 
BEGIN 
ft: [ (::, D ( ~:; II D I:: N ] ) :; 
SDB[NJ~·=SDB[NJ/20; 

n [ N::I :: :::: :l. 0 / ... ~J n B I: N::i ~ 

1'1 D It h~ 1·1 0 INC N::I :: .::: ( ::; [ N J .... :I. ) / ( ~) [ N J +:1. ) ; 
E(·lD :; 
E::ND:.: 

CAI...CUL~TION OF LAMDACKJ & UFREQ[KJ ; 
>< 1 :: :::: L. 11 I N [ 1. J .... L. i\i I (j [ 4 J ~ X:: :: .::: L. MIN I: 2 ] ... l.. M I (1 [ :j J ; 
X3~~LMIN[3J - LMIN[6J; 
>( ·4 :! .:::)( :I. . : .. :~( ~~~ ,+. }( ~3 ~ 1... () ;-"1 It tl 1:: r':~ J ~ .;:: >< ·4 .)(- :.~ / l) ;; 

UFR[QI:KJ:=29"7777/I...AMDA[KJ; 

C', ~:'II f" I II .::) T ]. n 1') (J F 1::\ T TEN U {~ T I Cl N 'vi ~'I L U [~; (F' ~'I H T 2):; .. ·l )_ ... ~ . ..1 t ••• ! I .' ( 

FRE := SQRT(UFREQ[KJ * (10 A (9»/SIGMA); 
/') I I':' 1..1 1'. (" I" v J II.... 1'\ I' r.:, LI,::) '1 :Ji. I::' F~ F / :2 0 'yO ,.. 1._ 1 1-,., _" ...... -, ... I' fl . .' ... 

(~I... F' H (:) ~) [ 1< ] :: : .. : 1':1 L P H (.:\ 2 .)t F F, E / 2 0 :.: 

CALCULATION OF RUNNING MEANCS) OF ALPHACCKJ 
1':1 N Ii (':, L. PHI'':, S [ I\~] :; 
~:; u i"l (~,I... P H I~' C I:: F I... ] :: ~:: SUM (::-1 L. P H I~I C [ F L ] + (; L. PHI'; C [ K] ; 
~~; U 1'1 j~', L r' H r~'j r:; I: F L. ] : .:~ ~) U j'1 {:'t l. P HAS [ F L ] + () I... P H (:) ~ [ 1< J ; 

ALPHAC[KJ :~ SUMALPHACrFL.J /K; 
,::j L. F' H .'2) S [ K ] ~:= ~; U 1'1 i:~ L. P 1·1 (~) f:) I:: F L.:\ / r, 9 
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COrlh[NT 

CCli"lh[NT 

CCii',d[(JT 

C: ('!j L. (: lJ L. (~I 'r I () f'~ () F' F' \-1')' F\: 1'1 fJ I t~ Y 
fJEC:i I (I 
FOR 1:=1 STEP 1 UNTIL M DO 
BEGIN 
PH Y I~ HOI r'~ [ I J :: ~:: 4 .. 0 .j(. P I * ( ( H P P ' .. L. h I N [ I ] "- ( ( I +:2 ) ~ L. (;1"\ II i; [ 1< J / 2 ) 

END; 
END:; 

tLAMDACKJ/4)/LAMDACKJ); 

CAL.CUL.ATION OF MEAN VAL.UE OF PHYRHOIN ; 
r::=:G I N 
I F" (~, J L :: :.: 0 :; 

G01AAA(MyPHYRHOIN~IWT,WTyPHYMEAN[KJ,S2[KJ?S3yS4, 
F:O 1·1 Y I i I l'-l 0, P 1·\ Y !'1 j\ X ~, W SUM ~ I F I~) I L) ; , 
I WT :: ::.:() :; 
I r IF i\ I L::::O THEN 
BLGIN 
WRITE(U[2NJMEAN VALUE OF PHYRHOIN~")·PRJNT(PHYMFANrK·J ~ ~\. 'I '. -_. - . ~.' '- y .... 1 I , 

W r;~ I 1T ( II F< (i D \I ) ~ 

WRITE("[NJGTANDARD D[VIATION=");PRINT(S2[KJ,5.4)~ 
WF<ITL ( II P{2·,D \I ) :; 

WRIT[("[NJNO OF VALUES USED=U);PRINT(M,2.0);NEWLINE; 
END:,: 
[NIl:; 

CALCULATION OF MEAN VALUE OF MODRHOIN ; 
D[GIN 

Ci 0 :I. ,\ j:\ i:~1 ( I,) 0' t'l n II r< H DIN 'I I~,1 T 9 W T ~ 1"10 D i~: HOI Ni"l E (4 N [ ~~ ::I ? ~3 M 2 [ I'~ J 9 ~) 3 , S 4 " 
i'jDDF~:HO I Nici IN., !'lODI:;:HU I Nf'·l(iX " W::;Ui"-'t '1 IF (i I L ;. :; 
11;.JT;: :::0:: 

WRITE("[NJMEAN VAL.UE OF MODRHOIN="); 
PR1NT(MODRHOINM[AN[K]v4~3); 

W \'" ., ..... j.:- ' II I·· '.\ '·1 1:-' ·T· .. ~·l'r 'c I:·' I· J.' 1::. 1 , ... ""r' '1· (.) \1 .... u ) "f:< ':., ]. I,' ·T· ( C~ M ':) I·· ',. 'J I~' ·4)" '\.i. I : .. t. _ (,~ _ ' .. ) (.\ t \ !.1 h ".I ..I _. V .1. H ..." .. - "I I ... d . ,",1'1 A •••• 1'\ '''.)" '1 

WRITE("[NJNO OF VALUES USED=");PRINT(V.2.0); 
Ei\·.!D :; 
:'.:: j\~ D :i 

CAL.CULATION OF REAL AND IMAGINARY PARTS OF INPUT 
F~: E f L. C C T I 0 i'-l C () Err· I C I [: NT, 
CS[KJ :~COS(PHYMEAN[KJ); 

~:) N I:: 1-( ] ::.:: ~:~ :r. 1'.) ( F H Y ('I E i:':t (·1 I:: i< J ) ~ 

h: F~ H n :i: N I:: 1< J :: :~. (, () D r< HOI N i", E (:~ N [ 1\ J .)(. C ~:; [ I<::l :.: 
:U"H~ HOI N [1< J :: .~: ;'10 II F< I·j () I N 11 EJi N U( J ':1(: S i""-H: rei :.: 

CALCULATION or T P~RAMETERS; 
:C: :::: T (i :: :.:: 2 u 0·)(' PI / L. i~i ,"j II (\ I:: 1< J ; 
B1~=BETA*(LSL2 + LC02); 
B 2 :: :::C C T (:j .)(. ( L. S L. :~ .... I... C () 2) ~ 

I::···t .. :.: (~~ I 1::ol·.'II·"~ e,' [ lei )(·1 !:', t 'j + I:; L P H (~, C [ 1< ])(. Leo :2 ~I 1. II I,... . \... • .•• _. "" _..... I' 

I~ 2 : ::::;~ I... P H {~l ~) [ K J ,)t L. ~:; I... ::2 .... I~ I... P HAC [ 1\ ]i\ L. C () 2 ~ c . . '"1 

1)'1' "=r(le'D·l·)"I~·I~"=~TN(Bl):B13==COS(B2);B14:=JIN~B~)~ 
•• ' ' .• J. It •••• \,.) ~ J:..- • ~,. '" ,_... ...J " " • 
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CO;'ljjj[NT 

COI'li"ILNT 

CClI"ihEi",lT 

(" A I "', I j 1 'l"r C . I 0 I'" l' 11 "n .. ,l" .. _.(1 n(' ", 
(. i"l 3. ~ :::. U :L ,)(- EX P ( (~',:l ) ; 
I' "A'I "lj'" ['XF' ( \ ,- ) ,,,'1 r I A' .. :: .. :: • ,:!, -)( ::. '. ,,' (-I.!. ; 

MULT~~LY(Tl?T2,RS11yIMSll.Bl1 B12)" 
l~ ~J L T If,' L "f ( T 3 'I T 4 v Fi: S 1 2 ... I 11 ~) 1 2 ., B 1. 3 : D 1 4 ) : 
\.( T :l :I. :: :C' (:1 i',\l '.It- T '\ + (; (--1 ;) * T .. :; " . 
I t1 T :1. :1. ~ :::: t·, (11 ·K 'r 2 + (.:-1 i~ :'.: :I( 1'.4 'I Of 

CALCULATION or T12; 
J~i h 1 "::: I J '::. -K \.:. ',,:' r.:, ( "-) j }., .. 

• II ...... , .... ,I '.f I • rJ 

(, f"i ;~:~ :: :~: U lx· E X F' ( I~ 2 ) ;; 

'I 

i1 U I... T I F' L. \' ( T:l. 9 T:2 ., F~~) :I. :I. ~, I M ~:) 11 ., B 1 :L " B :I. :2 ) ; 
MULTlrLY(T3~T4yRS12¥IMSJ~ Rl? BJ4)· 
ro. or" '-, II ••• ' .. ;"," • •• : '\ •• , , .... 'ut' • ...... , ... • __ I Y " II 
(I. .1. ,~. n ,.. H 1 \ .1.)(. r.l -';- h t,\ 2. 'n' I ,:i ;; 
I r"; T :l. ? :: :::: {i j\11 .)( T2 -1- (:111 :::. .)(. T 4 ~ 

('" '::' I (" l ) I (' 'T' .\. (.) ·f'·j (') I:' "r ~.) 'l ~ 
.1 t t ••. _I • '" 1 .. f.. •• A... I, 

Fl j .:> no:: " C; 11' '1".1 i I:':'! .)" r:J '! {. "... .. '. (':,~I ' .• '. '1'··1 ( I:.{ :'. ',J '.' .•• • ,,-. •• ..., .• -.c... '" ? h.' ., . Y II .•.• it~_ 

(:'1 (vl'l ":::: I I ", )t ',':";': I::' { .... (~') '. " 
• _ II ••• •• ..." 'I. • , ••• I I.' 

(11'1 '::, " .. :: I j ':', .j( '1:" /\( I':' ( .... '~'I 'j )' " ..... u .• ,... _. "- ... l.t. II 

r-\ U I... T :r PLY ( T:l 9 T;? ~J 1:< ~~) 2:1. ? I M ~:; :::. 1 '! B :I. 3 , B :I. 4 ) :; 
MULTlrLY(1·3yT4.RS22vIMS22yBl1~B12)~ 

RT21=~AM1*Tl" AM2*T3 ; 
I i"-i T ;;~ J. :: :~: (l!"i L 'i( T :::~ + (I j',2 1( T 4 :; 

('" "I C'l ) I . 'T' .,. {" . J {" ,- -f"-., h , .. ,,' , ... I~i .i.J f", .J j" ;:.: 2 :; 
1'~'ll"11 :: :::: U :? .i(. [: )( r:' ( .... 10t;.::. ) :; 
AM2:=,Ul*EXP(-A:I.); 
\i I J \ 'T' 'I' I'" I " , 'T .\ -r 'I I'" r' •. , .\ .... r' ,- ._,. . I I ..... ..' '" ./ \ ., 'J ,:,.~, '1 .•• J .:.. .. y .1. rl ,-) ... ::1. 'J B 1 ,.:, " B :I. .. ·f ) :; 
·I·,A l J 1 'T' '1' :::'1 v ( 'T' .. :' 'T' I, I'" l"' ,., r) ]. " • (" ~) "j "',," I' 1 ~ . 

'1 .. _, .. I ... I. '':'J '.' "y II '\. .::)~. ,: .. " .• 1'1 ... :,) , .... A. .... 1.'1 3. 1 ,.'J ::.:) ~ 

I:,' ')' .:> ~:) n :::; 1:':'11"11'\ :11:' "r .! + r~~ '1"'1 ,~, ,'\'. "t" '7 " 
• I, .. •••• It •• • •• I ,._. ' .. ) , 

IMT22:=AM1.*T2 i· AM2*T4 ; 

b[I...L:CTuu"r PUT (:;::) :; 

PHr.:L. T t'i J t"!i\RY F'F\ I I···ll I 1··.\G DF T r'{'IF<I~li'l[TEF:~:;:; 

WRIT[(U[NJT PARAMrTERS EVALUATED AR[[NJ"); 
U F: I T F ( " T 1:1. : .. I! ) :; F' F\~ I /,,1 T ( F~ T j. J. ~ ~5 'I ~'S ) ~ ",I F\ I T F: ( II n ) ;: 

F' F;~ I NT ( I i-1 T :I. .I. '.' ~5 IJ :3 ) :.: I..J h~ I T E (n ..l [ N ] n ) :,: 

WRITE("l12 ~");PRINT(RTJ.2.5.3);WRIT[(U 
PRINT(IMT12~5.,3);WRITE(" ..l[N]"); 
I 1\:" .\. "r \::. { ""r ':) .\ :::: u . "I~' \:-' 'r N 'T' ( I:;' T ':) 'I t:'" -;:', " I ":', ... -r 1:- ' II 
,... \., ,,,' A.. • • ),' \ • , • I ...... ., ...J ~ "J, ? ~ i \ .L ... ( 

PRINT(IMT21.5 v 3);WRITE(" J[NJ"); 
IJ I:~' '1' · .. ·1::· .. II .... ':, ') ::',: u ) "\::' \:" .[ l'.I'T ( \:" 'T' ':) ':', 1::' '7 'I " WI:" ]. T F • U !t I . •. I .. , \ I , ... ,... '!" , . \ 10 .. ,_ ? ,J ? ,), 'I \ . • .., \ 

PRINT(IMT22.5.3);WRITE(" JeNJ"); 

CI~~.l...cul...(Yr I ON OF LUtlD F,EF CDEFF ~ 

D ) :; 

D ) ~! 

II ) :; 

'·A l J l 'T' '1' I::, 1 .... ' ( 'T' J 'T' '".> r" !:" \ .. \ n '[ '.I [ K' "I I \/.\:-, ! .. ' () .,. rll" 1<] n F~ T 1 1 .. I;' T :l. 1 ) u II. .. .. I I". I. . II ... " \ \ .... 1'( - . '.' ,I I ,I .I.". ' • 
, r r '"r''' .,-.... "r' \ .. (. ,- I"'f I ") .[ lI./"T 1 ") ) t-~t .J ..I \ .. :.1 \f I "'., :." I ,::: ., '\ : . I:.. !I •. r' :. A'.. ~ 
I'~lll '-']"::'1 \i ('1"1 'T"! F"\:"! .. ! ( .. '1'\lr'I~'''1 T',/r.·'\·.Il-)INU~J HT21 111T::':1)' , I .. ". I .. ! ._ I. .L I' ... II \ \ .J .I. 1 ~ I.. , .. I 'J ... 1 I r\ I • Y ... • 

, I' I . "r' .... "r' "f' '1 .. - ."'\ r' ·T··" ,"'\ .\. ~1. 'f '1'1 ) FI .I I ( ,':.1 'l (:)., •. I, I I::. II .,: ,;.: .': .. ~J •• 1'1 A... A- :.: 

I', .,' 1 .I ]. 1'1 r" ( I:;' I:', "'\ f)' [I{ '] '\' :-..~ I:" 1 .. 1 (ooJ ! C· \,' -I T 3 T 4 T ::j T 6 ) ; . .I, '" ., . '.... . t \' .. i..,.. . .. I' .• II' .... , .. I' I' " ... 

~/('1'1"'I"'I"lnl \"1"'] n::·.:~~("'\r."'·r( (1:-'I:-'I"I(JI \""(]"2) + (IMHHOL[KJ/'2»; 1 I .. A. \ .. , ". .. \.." .. , .. ~ 1'\ , \, - _. " 

PHYRHOL[K]:~180/rI * ARCTAN(IMRHOLCKJ/RRHOL[KJ): 
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eDr'IMENT CALCULATION OF CAVITY INPUT AND LOAD IMPEDANCE; 
X:~(l + RRHOIN[KJ); 
Y~=(l - RRHOIN[KJ)/50; 
Yl~=-IMRHOIN[KJ/50; 

DIVIDE(RZIN[KJ?IMlIN[KJ?X9IMRHOIN[KJ,Y~Yl): 
"1 (') 'r' '''1' ,. " I I" .. ' "I ,". (-'1'" .. [. ( (, .. , 'Z' T' I r' \.' - . .... . .. 
j • "J ,: .. .I, r-~ .. j\.. :: ;:::.:;) :t .~. ", .•.. , (. I .• \. ..I" ".~) + (I t'il I N [ 1< J 1\ 2 ) ) ; 
PHYZIN[KJ:~180/PI * ARCTAN(IMZIN[K]/RZIN[KJ); 

Y ( ., 1"\" ',"'1 ' .. ··· .. 1) I''''''' i: :::: " .... .< '\ 1- tJ L. "i\,.. i .. .. ; ; 

Yl~= -·IMRHOLCKJllC; 
j' 'r V'I' -II'" ( I" 71 I" I" "I 'j' ....... ' I" I . "I " .[ .. -J..I • . . 1. ::. . .\ A" .. , .. \... '.' ., r'i 1..'. L " \." ~;\ l' .. t;1 h~ H [] L [ ,.< J " ... ( " y :I. ) ~ 
\" (.) 1'1"71 I"'" "1 " ", c· I") I:" '1' ( (I:" "71 (- I'" -I i" .. ~, '. , • '(".c '7 . ." .' - A"" '. ,. J. .~"." •• r\.. .. .... ,.) .:. \ ,~. A .. ... I.. .,.. '.:..) ,I, (.I. h A.. L L /': .. ..I .!.).J :.: 

PHYZI... I:: r~'J :: :~: 1 DO/F' I .)(- (:!IF~CT r\N ( :~ j',j} ;" r: K J /HZL [I'~ J ) ~ 

nEI...ECTOUTPUT (:?) ; 
END :.: 
WRITE(~[2NJFINAI... TABLE OF DATA[NJ"); 

I..J r~ I T I::: ( 11 I:: (1 ::I G (:\ ~:) 1'''1... 0 W'" r~ f.i T E ,::: II ) Y P r;~ I NT ( F I... D W [ f" L] '} 5 '.' () ) ~ 
W HIT E ( If 1'·ll... F' E F~ t··! T N [ N ::I II ) :.: 1...J r~ I T E ( II T H I ~:) F I... () i,J"'I:~ (~, T E I S N (I ( II ) :; 

pr~Ii·"·IT(r"!...'J;:.~'1(» :i',JF(IT[( 1/ )ur( ") ~F'F(INT(T,}2~():; 
1,.) r~~ I T E ( \I ) r·!... (] I.J .... F\ (:1 T F F< E i:~i II I 1'\\ Ci ~:) I:: l-~::I II ) :; 

W r-~ I T E ( !I lv' t\ i... U E 0 F F~ P F' 1...\ !:) r: D;:: II ) \: 

PRINT(RPP,5~3);WRITE(1I eMS, n ") n 
" I) 

WRIT[("[NJMICROWAVE POWER (W)v 

!'.jF~IT[(1I I/P~. F~Ery NET .. ··I/P ... 
L.tl(iDI~ 

en:::; 
FI:~En DIb I...ENGTH[I",:] U) 

GHZ CMS[NJ R
); 

FOR K==~, STEP 1 UN'fIL J DO 

i·~FI;JI... I NF :; 
\
::'\:" T ;'"" "(' .. I::' j:' I' .::. ':', T ~.II"I·:· .. , i. ..,.... \::0 I:" I '·r,· ( i::, "", i 'I'::',':;' .... , t' ,', [ 1,' 'J :-;; 'I') .. 

\ .L I .. ~ I., .J .4J L. I ".: .L I... ,. \ •• J ~ •• '" I.' •• I' I} \ •• I. "I I .... IAJ ."' ',I... .1 t •• I \ eO I, .00 Y ••• ~. 

F' F( I NT ( N [T I N F' l.J T r:·I .. J F~ r r(::I '} 4 '.' :I. ) :i W F~ I T E ( 1I II ) :j P r~ I j\! T ( L. 0i j"; D '~i [ 1'( :] " -4 .. 2 ) ; 
I - , II II ) .. \::,\ •.•• '!' ;'.,,'Y' " l' I':' i:"\::' "1 ,- "' ... , .".1 '~') .. ," iT,' T "I"I':~ ( II n "J .. I::· '1:" .,. ;"J"r ('I I~"I"I"I\"" .. ~ ~J .~~ I or E:. \. ., \ .t I'V I , .h ! ~ . l.~ t.. I \ •• 1 \' '!',,), '} Jo. I . .l. . . . ~. I '. .f. I , ._ ••• '-..:.. , .. ' .,' ' .• J " 

LND :i 
END:i 

wn I T F ( " c :;.': , .... \ J NET i'il C W t. '.J E 
WRITE(" LOAD IMPEDANCE 
WRITE(" liP PWR(W) MOD 
WRITE(IIREAI... IMAGCNJ II ); 

ENI:t~ 

BEDIN 
FOR K:=j, STEP 1 UNTIL J DO 
BEGIN 
p r~ I NT ( NET I N PUT P I..J I:~ [ I'; J ~ -4 ... :I. ) 
pr;~ I NT ( i"1()Dr~Hn I Nf'1Etil'1 [\\] 94 '} ::) 
PRINTCPHYMEAN[KJ,5,3); 
F' I:~ I N T ( n :~~ I: K ::I '.' ~.:j v it ) v 
\::0 I:" '1' :<.J 'T' , I"," ">'1 I" "'''1 I'" ";") .. 1 J ,'" .\. "['1:' i " .... 1.1. ,,\,: ..... 1 .. 1, .. ~.d~ .. d ¥~' \ ..... , 

Wr~ITE( II J[i'J] H) ~ 

END:; 
ENIt:; 

a16 

COFFF R ) :.: 

PHY 

LJ l::': 1 T :=.: ( " II ) :i 
u i,:~. ',:;1 T ~,-I'''I' ( I,::~ I··i ::) (0 i\:I II ~.:j ... ~ ) :.: '1 \ ,. 1~ •• .••••• • v 

.. .. .... 'T' ( 1 M ''''' I" \,' .. , I~' "< ", .. u ) ~j t .. 1 
\.\: .1. r-4 . 1 t l. 1... .. \ •. 1 ., • ... 1 ~. ,J I Y 



CDI'it1ENT 

END; 

COMNENT 

Fl···ID :; 

CALCULATION OF ATTENUATION VALUES(PART 3) 
r'""'-, LJA·T·]·(·):···1 ('F ·oAf······ .. IV"'lljr-c" - .• I::, v i"j... " .. 1'( J" h ~.I"\t'( ... \ -. I.:.,:) tH· (:-.!",F-HAC AND 
A I r. .•. I" t·, OVI""'" (.' I' ) ''''\'''(' r ]. N("'" '''I ... ," j" h ,) :.'\"j .... " " .\ ::. "I ..I " .J .:) ; 

c'UMAI'''·ll(.:('[·I''·1 .. , ("lJ\AAII"'I'"" .;) I" .. .i" r ,,' , .. .. "." :: :::: .. :) , n d .... ' ,. (1 eLF I... J I J ; 
SUM (.~ L F' H I~ ~:) [ F i ... ] :::::: B U t'l (~II... P H A ~3 I:: F L. ::1 / ...J ; 

CALCULATION or ATTENUATION VALUES (PART 4) , 
[: IJ (iL.Uf-1 T I ON OF j··~E(.'iN 'v'l~tL.UC OF l~iL.PHr-iC ;\ND 
ALPHAS OVER ALL T READINGS; 
BEGIN 
FOR FL ~~1 STEP 1 UNTIL T DO 
BLGIN 
r~ICC(:IL.PH(.1C :: ::. 
{,C C {~i l..P !--It, ~~ ;: ::;: 
END; 

i\ C C r:!Il... P H (:, C + ~:) u t,t i~'1... P H (1 C I:: F L :; :; 
(.:i C r: (. I P I"I'~\I (:~, + <:; l j M ,-':',1 1::'1,,1,"\ C' '" 'I~'I J" • - .... ... \,' • I I .,. .. '.J 1.. ... V 

[ND :; 
r:iCC(,!,I...PH("'tC :: :.:: f::, C C {:, L. F' H (!. C / T :; 

:;;;: i~·tCC(~I...PH{\~:)/T y 

W I:;· '.1'. T r.·:: ( II I:: ',:j N. '.J T tJ r.·.i 1 ... 1':.'.:. ('j F \::'\ .. 1 \1' c· .\. r··/'· , I::' I" I:" I", M I:~'r '::'1:" ('~ [" '1 1:'J .. , II ') .. , • ,.J .1. .. I ,"1'." "I \ .. r 1._ ~,,\, ·.:1 •• :" ... , \. 

W \'" ]' 'T'I''' ( 11 t" '"'\''' " \'" I, "f' ]. (.) '. J f) F" /"'\ "I' ']' " i ,... 1'" A 'T'I'" r' .. ") I'" I" .,. ~ )·T·· .. ,., I" .. ,. "') '\. L:, •• :) ~. • d ·U·' .. h .... ,:i ... d '.{ ,_ ... 1 '!.:. ! .' 1. .. 1 '1 ::. ,:i .;.; :j .. '\.i.,' \ .. :) ... J, '.' .:i ... ~~ ; 
IJ I~\' ',1'. "r I:. ( II C" w' e I" \ !"l n '\ " Y .. .. r k) .. h .. I ..~} 

WI"'['TI""II(- I .. ) .. ·· {"'I .\ ... } 1 .. ·~JI .. ' ····J·II· .. ' .. · .. II" \ .. ·\ .. ··[tI"T(·-·j'l "1 "") WI:TTI"'(II r·t·C'[N·]U) .\ • ::. I.. J.. I L j" ... J ... 1"1.1:.' ....... .\. 1". ::. J. f'.1'~ ~ .. \.... };; ... \..... ~J ... A.. II ,.J 'I ,.J ? f\ ...:. . .. '1 ~ _ ... y 
WRITE("LENGTH OF SLAB .. I...INE INN[R=");PRINT(lSL2~4~3);WRITE(" CMSfNJ") 
WRITE("CHARACTERISTIC IMPEDANCE OF SlAB~lINE=");PRINT(ZSv4~1); 
WFU TL ( II D!'1i'1~:) I:: N::I II ) :; 

WRITE("ATTENUATION IN SLAB·"I...INE(MEAN O~ ALL. READINGS)="); 
PRINTCACCAI...PHAS u 4 ... 4);WRIT[(U DB PER CMCN]"); 
WRITE("[NJLENGTH OF CAVITY SPACER=");PRINT(SPACER,4 u 3); 
WRITE(" CMSCNJ"); 
W I", '\' 1·r.:· , 11 .. , (.) l J 1::'\ .\. 10.1 F' ('.' .', I:;' :::: II ) .. I::'I~' '1' )..,l"r· (' .... r' ':. I:' "r 'j") .. W F' T T i::' ( n C h~:; [ N J U ) ~ \ .. L. ~ L., ..... t~ .. ) ,11' '" \ .. r. . L .J' i ? \oj ., ,J ? " .. ._ . 

W I:'· 'J' 1" .~:. ( " ; ... ,j "I '\' 'l" r I:" (": (') ~ '. ('\' ~~.. 1 .\. \J I::' ("II J T 1':' I:" :::: II ", .. F' F' T t,j T ( C () :I. " 4 " 3 ) .. I"'; r~ I T E ( 1I C 11 :"j [: j\J '~i \. L. '. I .. t." .. " . .I.J ... 1 II .. , I.... I ..... 1 .... ... 0 ... \ '... '.I., ., .. v 

W'''' I .. [. !'" , II f') I' (" , .. , .. , (') I, v '1' /, \ \ '1" II:" T ~J (,.111'" , ....... 01 ') .. I~'I:" .[ ;'.1 "I" 't .. ·· l'" . ':"i ""') .. W \:" T '1' ;::. ( II l'" M i~ I" ~ . .l '''1 II )' .. 1\ .. ::. \. "...I .J\". L. H /"'" . , .. ,... .. ... f·x .:. .L r. 1-: :~ ,'\ .... " ~.. .~ t.., .",.. ./ ", " ,.J ~ , .1. I.... ... ,,, .. I ~ .. V 

II 1 f" 'I' .... , .... ' ". f:""-I (" 1'; 1 f" ,... "'. (", .A. '/ T I' I I '1' l\) I:" '1' \.1 ~.II~· ':', ... II '. "I::' I:;' T ;',)"1" (', t" 1'\') .;.:' ".:')'" i 'I:" T T \ .... ( II i" ,\.; C' n " 
W ., .. I ..:. I, l.. ::.I',.J I" ..J I' L \" j"! i\ .1. d ". I ..... 0'. _. .. I'~' ~ ".1··..... ) 'J ' ••• • , ..... ' .. A .. ·/ "J ,.! 'J.AI' ... 1 ." • .... • d . 

wr~ I TE ( II I:: i'·.~] CHpll:;:(~ICTEH I ~:)T I C I i1iPEDt:,NCE DF Cni:~){ I i:~,I ... L. I NE~:: II ) :; r:-r~ I f~·I· (~::c, .. ':;., :I. ) ? 
W r~ I T [ ( II 0 H h ~; [ N '] 1I ) :; 

W r~ I T [: ( II (.; T TEN U (.~I T ION INC 0 (~, X I (~, L. L. INC ( I"i E (:~I N 0 F tt 1...1... i~ I::: i:~' 1:1 IN;:) ~:) ) :::: II ) :; 

F' F~ I (J T ( ('1 C C (':'1 L. F' H (. C '} 4 '} 4) :; I..J F~ I T E ( II II B P C F~ C Ii !~ d:J 01 ) :; 

W l ' '1,' ·t· :). ( II I" ") .] ,,- 'l .\ ~:. I" - ("'1 ~~ :::: II ) " t II:i' .,. 'T' I'::' .. ('J" I~ () ) " "t. "j.~,1. I ...... > " '.1 .J I. ,,) ., 'Ai .• ,. _. '\ • " ~. 

W F~ I T [ ( II [: N ] PI... (, ~:) r1 (i T U D [: D .. :O .:: II ) ~ p r;~ I NT ( 0:0 T U D I::: '/ ::) v:::: ) :; t.'" F~ I T E ( " ;"11 ::; [' t!] II ) ~ 
W I;: I T E ( n P L. (!j S t1 ':1 T U D F I .. I:i : .. ; 11 ) V P F: I N T ( I II TUB E v ~':; ., :.~ ) ~ ~J I;: I T F ( II I"i ti S \:: N:J U ) j; 

WRIT[("VIEWING POSITION IS 1I); 

W HIT E ( V I E W P () ~j ) :i 
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WRITE(U[2NJSCATTERING PARAMETERS FOR CAVITY ARE[NJU); 
W F: I T E ( II ~:~ J. J. ' = ~:~ ~~ :2 ,::: II ) :,: r" F;: I 1\1 T ( F~ ~:) 1 :I. v 4 9 2 ) y 

Wr.:ITE( u.. ~:',;:l.2 c;: ~:~21 :~,U) ::F'F,'It"T{~'~~""1 ') IT''~')'' 
, . '<' '\ f' ... ". -.. Y I.'....... ',I 

w ru 1T ( u [2 N J U 'vll~ U.J [ ~; F em C t,l..) I T Y L 0 (~, X I {~) L. j"TT II ;';::j () 0 I, : h ..J U i,.i C T I () (I ~, F<::= [Ii:, Y ) ; 

WRITE("Ul :U);PRINT(Ul,4,2); 
W \:" ]'1'1~' ( U l J ') :~:" 'J' "I::, I:;' ]. 1·,I··r ( U "., /1 -',' n 

\. -. '1 • .t... 1.11 ... 't ...... I}1'lJ~:..), 

W \:" '1' 'r I::' ( U I·· .. ? "J "I"r f"j '1", .~! \( ~:' I'," 'T'I:7 T (... I)')" \ • • .... " ,.J I . .. '" I I.J H _ .. ,.} ~ 

W I:', .\. "['j:" { 'V I', .\ "('1::' ') " I 1\:;, '1' "r' r" { ,I T F" I i 1"1 j'" '1\1 n I';:','T' ';:', F:' f.",' 0 (" [~. 1:') C i'" [I n }. " " •• ...... • I 1 .... " N ,.. I... \ ~ •• ••• tV -.. • J r~., _. .... \ . .' L.. I) 

WRITE("[NJEXPERIMEN'TAL DATA ACQUIRED ON II); 

W I:~ I T [: ( [:)( P T It (I T C ) :i 

::;CL.ECTOUTPUT ( ::;) :; 

) . • 1''' '1' . I 'I I" .... ,., l J' "r' 1" "r' f \ \_. (" 'r 1-' 1- (. "'\ roo r ..... - ,.. ,.~ '.1 '11 I.JHITE("[:L(NJ I .... f···~(·;, ... ·~I::.;;).I... ';,1 (~:,{",::, .. J y ··'(I·{·11·CIl:,I".j .I~ 

F' H Y ~j I C (~) L.. F" {::', F~~'';:ii1 [T FE: ~::; (.~·,r< [ P F: I ,',·1 T C 1:1 D N It () T ('IF I 1... [ 
NAMED M?DATA.DUT[NJ"); 

Cl.Df:;cr· I 1...[ ( 2) :; 
CL.():~EFJLE(:l.) ~ 

C 1... () ~:) [r I L. L ( .:{ ) :; 
D·m 
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:.: 0 r. ~) u t. s r 
.:.::'0a ticn fro;:-

+ 
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r:[CII"-l 

COI"li"\[i"~T F'r;.:OGF::f::.i'·it·jF Ct,LCUl...t.TE~; LOGE (1)/C(I) ron I.:~[L[CTE[I t'tF;:CjOfJ" 
~j r"' c: c: 'r F~~ (1 L. 1... I i\~ i:~; It ; 

1- 'I 'r 1'- . .' I":"' .... '1 (-. ") .".\ !'. '"; r"'\ ~" 1 t·, ""lJ I'" 1-'1 F: ~ .. ['~1 _. ::. t· i '1 l.1.L '! oJ to •• II '''I •• ~} I .. t ,: .. ? ').. ., i"' y..} f\, '! ~~J '\. I~ .. ..,; 

(::·II~\'.II:·\'., '::,' "--c' : /'. I\! X', .. \ 1-': "Oo? (') .. , 'I."J ('j 1"'1 .. ".:' '0 .. \ l'{ I" .\ " "":' 0 .. ; r:' F' ,". T 1 ('j ;', ; i 'I . -~ ,-"I \ .. "- T, ['" ~ " ~ 
I ... '''I i _I j"; , •• i. II ... J.. ..J I} .I..' .J ••• , n \..J •• I} J... ., •• II ,.J.... _J ';I I~ .... ',.1.1. "_ . I x I ..•.• ! ' .. ~ \;.. u ,", i [:- ... L:~ "': .• I,) J a 

"./ C', .... I ("'j :"/ ': .. 1-'\ ,,";' "I 00, '-A [) '-.i (OoJ ... ~ I=-'f C"I ," 'I .. '"l (' -I ' , I I ) 1 ',\. 1 II 00 •• " "J \, .. I 'J ii, '. '00 II} _. L. ~ .... ..} ,} 00 ., 

,", './ 1" ·l·j·· .. f·' t·..' I'" \ .. 'l " .. ~ (') '"' 100
, 1 1 J "'. rOo" ,,00:' i) "1 )' T ' 'I I ,., I" '\ - .. ( ... , I" V· .. · 'r '-':>, '" -.. ~ .. 

d '1 ' .. J ::.·I·!....." ... J. ..1 'J '0 _. 00 ,J '" .. ,.; \ .. 'f t'l .1. h '" ,.) I .... :: •• :' ) _i ~ ,,:. I :.:J I 1::.li 1';1" T U I... [ 1 ~ ,J 0 J ~ 
('j 1";.: i:~: (1 YIN T i:: .l. :: 3 0::\ 'J I N T TO L. C :I. :: :-:; 0::1 'J I NT L F: r;: [ :I. :: ::; 0:1 • 

I NTt'(ii~'>< r::l. ~ :-:;0 J '.' I NTh I N 1:::1. :: :~:;() J ~ Ctt I N I:: 1 ~ ~~;() J , .. Ot. I f'~i1F C:. :: ~:;O'~ ? 

lJ (:",IJ C L.. :::: (1 G T i ·1 ::: .L :: ~3 () ::l OJ T F( {l N r:' F: Cl B L :1. :: :',:; 0::1 I' T F< F' F~ r: L F~ r;: I:: :I. :: ~: ()::I ., 
r·· 'T' ,. 'l'I"T ,Oo'f "- ( .. 00, l J "', r', '-';" '"'1''' (" \,' ,"., .. ,. (. " .. ./ \Oo'l .,' ') 'OJ ', .. , .. , " '" "., .... ') '1 
';J Fi H L.L:: "oJ ).J II • ," j'. L:'" J ~ I:. '\.J I L .. 1. ~ ,j )..1 '! , .•• !: .. :j \. ., I) T i··\ t4 " L .L. :: \,,' ~ .• 1 IJ 

"{(lI N!:: .L ~ ~:;()J ~ 

I i···j r:- U T ( J. 'J !i II ::; 1"<" ) ~: 

OF'E::l-.!FII...E(:l" 11 j'ID1,!iJ .. DtlT II )~: 

I j"j r:' U T (:::. ~ II :0 ~:; 1< 11 ) :.: 

roo '~, I::' ,." '::. "., rOo,. ,:'1 11 1:- ".,' 'j::' T I'I ':" T !! ') .. . J I ... 111 .I. 1... "'0 '. T.) '0' I, " .. 1 1 ," 

I t 1 l'" U T ( ~5" "D C~ I':.: !I ) :: 

DPCr·.!r·IU::: (~::;" ,: r:'Ui(()" fit',T I!:) ~ 

OUT r' U T ( ::.::: ',' II II ~:; to:; n ) :; 

Dr' E: N F' I l... E ( :,::: 'I Il D (j T (I 1 " Cl U Til) :.: 
OUT i'" U T ( ::.:;" \I TTY II ) :; 

IN1'CNSITY DATACNJ"); 
WRIT[("TODAYS D~TE IS n)~WRITE(VDATE)~ 

::::; [" L Fe";" T i .i r" !j T ( :i. ;. :; 

i::.: L (,'1 D ( C ,"~I L., Tl i··\ T :=: ) ~: 

j:( [ (, It ( I ) :: 

roO c) f< ,J:: :<1. :j T ET :L l.H n I I... I [i n 
E: r:: G I j"'·l 
r~ L i\ D ( L. (\ i' j n (I C ,...I J :0 :: 

END;: 
For;: ,J:: :;;:1. ~'_~T[::' :L !..1i',!T T L. I DO 
B[GIN 
READ(CPSII...ONI::JJ): 
[i"iD:; 

F~ :=: (1:0 ( T r: ;'1 1':' ) :.: 

For;: . ..J~~'":L C;TEP :I. UrJTIl... I DO 
1"1':'''' I >-\ 

1~::I::::"'~,i:II;' (lONClhF [J J ) :.: F~[(:jD (1'"~ON()t"'iFTOL [,j::l ) i: 

[ND~ 
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COr·'lt·lEi'·JT C"I {"'lll "'f1("" (~I'~ nl 'C"" 'f:()I' ., Ft ... .... . . .. h . .J t-..: .J.. x.' ... (-'/ ., I';. .d. I -( (:~I t-..~ II G F\ E Y BOIl '( CD E r:- I C I E i\; T S • ~ 

BLGIN 

[i··ID; 
END:; 

For, J::::;::I. ~jTEP :I. UNT I L I flU 
BEGIN 
Al:=TEMP*L.AMDACJJ; 

(1 :~: :: :::~ i:~l :~ .)(. 1 () /\ ( (~' ) ~.; 

(.:, ~2 :: .. :; f::: ~~: r:' ( {:'I :~ .. ~ ) :,: 

tt:~::: ::~'i~2 .. ,. 1:; 

I) 1 !! ;::: I) l ,/0., ( ~.~ ) :i 

B n [ J J :: :::: C :I. -)~ :I. 0 -". ( "'"7 ) / ( (~I 2 j.. B :l. ) :; 
I', [' j -I T, ") I" j -I .... 1"' ("' T L .... 1 r 

.",1 _0... ..1 ~ .. :: J.':. l. ......, 1( :::. ,'" ':}... .l.J (\( L: .. .J] ~ 

COlI (i E i') T C t. L C U L ti T T () N 0 F Ci F~: E Y T:l CJ 1'.1 '(' ('.',' (.·11-..... 1::-\::- '{.I, III ... ,. \'" l \" . ., 11'~' 1-" ,., -I o~' L .J _ I .1. .. _. ( .l. l \ ._1 .. i·'ll.., },,,;; 

BeGIN 
FOR J:~l STEP :I. UNTIL I DO 
:D[GIN 
['i F n I:: J ::i :: ::~ D r: :I. ~.::; J / B I:: . ..1 ::1 :: 
C(ll) :; 

COMMENT CALCULATION or OVERALL :3YSTEM MULTIPLYING FACTOR INCLUDING. 
Til E :::: F ;'" LeT 0 F CJ F~ I::: Y n Cl :0 Y F~ t, It I I~) TIn (1 ~~, N It l-1 D (1 (] C H r~ Cl ii (, T Ci r~ .. 
F< [ ~:) F' (] N ~:) [: I,.J I i I CHI N C L.t.,! It E ~) THE F r~ i::' 17. C T 0 F THe Cl Y .:\ (:~I NIl::; (-1 0 1< I::: D .. 
C L (I ~:; ~:; F I L T I::: F< f;; U ~:) F DIN D [) THe {, I... I::: F~ (, 'r I C) i'i (:, i" i It L .. : i'l I::: ~:; C tl N ~:~ " :.: 

F () F\ J:: :::. J. ~:) T E P :L UN TIL. T fI Cl 
:c :::: CJ It·) 
SYSTEMMFCJJ:=MONOMFlJ]/MFB[JJ; 

r:' L. U ~3 [: J] :: .. :: i'i (J N U (I F I:: .J::I ~. ;··i 0 i···j () ;"1 F' T [) I... [ . .1 J :.: 

PLUS[JJ=~PLUS[JJ!MFB[JJ~ 
\'" i ... !..J ~:~ [ J::I :: ... : r:' L.. U ~~ := J J . ~:)'{ ~:; T E i'l ;"1 F:' r: J .:; :; 

1") I N U ~J [ J ::i :: :::. ~:; \' ~::; T C j'i ri F ::: J ::1 .... h I N 1...1 ::; I:: J:1 :.: 

r' './ (""r r '." M r- ~r' L"'J I :.. j"I" .. ( ;",! l I C' [. ) "1 . "j""; J' ( .. j' I\.' r' 1'1 ') ./ ,~, n ,J I~) I: •• 1'1 t· . . .. !..... ., u ...• "I 1_. ..1 ... J .... •• Y I. ., .... ) t •• \.., ., ...... ~ 

EN:O~ 

END ~: 

::; [: L. E: eTC) U T F' U T ( ::: ) :; 
I 'I~' '1' .. ~ I:' ( 11 [. ':', '. ! .. , "r l J ;"'ll·", C .1.:: ..... 1 '::. \' .,. ;~ (:~ T fJ N L i~1 t .. w [I (1 T j:" T (J::, I.. l'T U] ") :; . 
,'>J \,. 1 _., .. , ... 1, . ..I . I' .. , '" 1...1 ~ 1. .. 1 I .1. ,j '" . . . , .. .... .. '1'['" . I'"''l''' 1 ~ " 

W I", T 'T' r" . II '.~ () \J ("J (' Ill'" ('J \.j .' "('t"') I:" ;:', :-' (:' I"'l-');"I (" 1:-' r 1 .. \ [:. (" 1-' [~n D (I II > :: W :-;: ::: "j i:.: ( L (Ii .. 1.1 (j : .. ) :.: r I .. W ~ .:. i_ u "'.1. I:~. ( 1'1 1\. ,,",'\ .1'lr") . \. 1'.1. ....•. 1 I' ..... J ... _I ••• , 'on. -" . , .. 
W I ... \. '~'I- ( II r- .,. I '~ll'" '. I'r "r I'" ;. ( ''', 1"'1'" f" "\'l ) I'" ,... 'r ell) "P F~ I NT ( T F 1"1 P u ~J " () ) :i .\ .. I:~ (. J. ... FI'" :... ; .... : ~.I .. I j" :: .. \ "I .'\ L. ., ,.J V· .'- . 

I,.J r~ I T L ( II It [: G 1< ELI . .) I (! I:: i···.j:l II ) ~: 

W r~ :r T [ ( U [N J L tl ti D (I ( N ,.\ ) 
j'lF'B:H:[N] II ;. V 

no 
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BenIN 

[ND~ 

rOR J:=l STEP 1 UNTIL I DO 
BLGIN 
NEWLINC; 
PRINT(LAMDA[JJ,6.3);WRIT[C D "); 

1-:' 1;" 'r ." l' ( r.~ (.) ", J -I ".' "')' .. I J I:;, ]' l' ,'" ( II q , " ,., t ( L. L \,. .~ I} , '.' It... Y I/< I '\ . . t__ ) II 

PRINTCEPSILONEJJ y 5,4);WRITE(" U); 
PRINT(B[JJ.6,2);WRIT[(1I B); 
r' r', 'r 'f l'f ' "I-'Ij [ J 'J "- ,-, .- rt.. .. .... \. I't .. J.:. _'... ._ ?:J t, \J ) ;i 
[I",ID; 

WRITEC U C4NJSYSTEM CALIBRATION MULTIPLYING FACTOR TABLE[NJ D ); 

W F:~ I T [( U [N::1 L. (-11''1 II t'l ( N i"i ) ~:) y ~; T [: /'1 d F' :IF T 0 1.., r ;:;: I~i (i C [ [ N J U ) :; 

BEG I I'~ 

r.::ND~ 

FOR J:=l STEP 1 UNTIL I DO 
DLDIt-! 
hIEI..Ji... I f.iE ~ 

1- I" 'r orr' (. '.' II' (. I" ) 'J ' ...,) W'" 'I"~'-' .of '\ •• r. . L.. j.:j 1~ ..I '~I ..... .. ,,() I, .. ) ~; 1"< .. I 1::. ( U 

r' F:~ I "',1 T ( ~:; 'y' ::; TEl i j'Y! F I:: , .. !::I \' \~) ,/ 3 ) :,: W r-~ I T L ( n 

\::. I:~' T •. l'r ( i~ V r' " 1:7 '1"'< '/11:7 'r (-, I 1- 1 "I I::' ~ ') .. • • 1. 11;. __ ) I ... J I .•• i I •• 1 ••• _ \, ••• _.' '.J '.' .. J , 

i:::i\ID :; 

II ) Y 

tI ) :; 

w r( I T E ( II [ :::. f"l :] :11: (.~t l...1... t'i U I... TIP L Y J N (3 F ('I C T 0 F.: ~::) H (1 I.J E B FEN E I,,! (~II_, U tt T I::: D US I N G TilE 
.s () ::,:; .. :::. :L 3 (.J ,'1 L I ),,1 :=: Pi ~) ('j F: [r:' c r~ [ i'-l C [ I:: N '] II ) ~ 

l,JnITE( II [,~,NJrINi~',L Ti\f:.I...r::~j OF CDr-iPUT[D l.Jf:;LU[S[NJ II) v 

:::;[I...CCT INPUT (~j) :; 

~)L:L.LCTDUTr'UT (3) ~ 

r;: c (~I II ( l... ) :; 

BF:GIN 

[ND; 

BEGIN 

END:; 

~,I r:~ J T F .: II I:: .:.::: j'-,,! =l F' F\ I] C! F: j:?1 (,\ (\ [ F, U N j') I N (J 0 1< ~,L :::: leN J II ) ;; 

[i"·lD 

BCGIN 
. ~:; u C C EST YOU ')1 B 0 I:;: T I: N] II ) ;; WRIT[("[2NJL DOES NOT [QUAl... 1 , 

[i",II! ~: 

FOR J:~l STEP 1 UNTIL L DO 
DL:GIN 
1:-' r" .:~ 1'1 { I· i (" I ,f \::'1 [, .,t'-')' 'T'j"II" J ",I ) :: F~ E i:~ It ( T r~ j\ N e F~ () r: I: J J ) :; " 1... 1 I , , '" i \i _. ,,' ,,, 1 \; \, -,,' .' 

r~ c: (-I D ( T h P F r: [ f< F:~ L J:] ) ~: F~ [ (i D ( ~~ T (\ T LJ T L .I:] ) :; 

READ(UPPENERGYLJJ); 
[ND:; 

COMMENT READING OF EXPERIMENTAl... DATA AND CALCULATIOt~ OF INTENSITY. 
OF SPECTRAL LINES WITH ERRORS.; 

~3[L[C T I NPllT ( -4 ) :; 
f~Ei~ID C N) ; 
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~;[L.CCTDUTPl.JT (;?) ~ 

W\;:ITE ( II NUt~BEF~ (Ji- [XPEF\Il'"~ENT(:tL. F~UNS ttN(iL.Y::;CD ,,_ 
u ) :' P r;: H~ T ( t ~ ':" 0" , 

, ~ A_ 9 ), 

BEGIN 
FOR P:=l STEP 1 UNTIL N DO 
BEGIN 

I", ,- " II ' 1"' v I" 'T' [ , -Y'I'" , '~, i~, Ft" I.. ~.;\ .. ' 1('1 1 ::.) :j 

p [: (~l It ( TUB i~: ) :; 
F:Ei::ID (FL.) ;; 
I:~ I:" .\ X'I ( c'l 'I:" ') " .... 1-1 , ,d .J I. ,,. 

I:;: E tl D ( I . .) I [~J P 0 ~3 ) :j 

r~E{lD (r:·i.Jr~ ) ~ 

1=<1:::(:1 D ( 1< ) :j 

r;~ L ?'I 1:1 ( T'Y r:- L:) :; 

(:~ I:~ ; r;' r' 'TT) i j .,- j:' ! J "r' " "". " 
' .. J ... I ... I-. ,J ".. I . '. ' .. ) } ? 

I r;' 1< :~, I THEr·.! 
D::::GId 
W F: I T I::: ( II [:? N ::l F' P 0 C! F< (~ 1\1 j'ei E P U (.! I') I (~CJ n i< 
Ej\lD 
Fl...nE 
DLGTN 

T .1. ,_. 

WRITE(II[2NJI DOES NOT EGUAL K.SUGGEST YOU 

[ND ~: 

END; 

F () F~ J:: :::.::, b T E F' :I. U N TIl... (., D Cl 
E:[GIN 

INTERR[JJ~=INTERP[JJ/l00~ 
INTEr~r.~[J]:; ,·::li\!T[F<i:~[j]1(·INTr.;] ~ 

p L. U ~j [ J] :: :::c I NT E F< r< I:: . .J J + I NT C ,i:; :.: 

1"i I i\lU~~ I: J:I :: ,c: I j\IT I:: J]' I j\iT[r~I~: L, J] :.: 

T' ., III ' "_.. .... " ...." I .. '· . \ .. " I' f." ,.. . " •. , r·· \. ,.". ",. \:" ',,; :,.; \=- I" J'" ' . 
• 1. N Til n ,:\ [ J ..I :: :::: lJ i':1 J tH'H' L , ... .l1\' l... \.J ... ! L . ...1 .. 1.1\' I. ' .. J ( , •. ' I .:.1 II, .. ,..I r 

~:) 'f ~) T I: 1'1 t·) F T 0 L. [ J::I ) :i 
'I' .~ T ;"'1 '1' ~I I I" j'J" :::: ('.') r~'1 '1' ~I J 1'\0'1 r:- I" J '] )i' ~\ :r N U ~~; L -.J '1 It ( :::; Y '.:> T [ (\ '"\ F [ ..J:: .. •• 1. J •• 1( •• " •• It • .., •• " •• • 

~:) '{ ~:) T E i"i 1'1 F T 0 l.. [ J::I ) ;; 

r' L. U ~; [ J ] ~ .::: I j\l T 1"'1 ~l)( [ J J .. ' I NT [ , .. !::I :.: 
f'i J j\i U ~;) I:: J ] :: :::: I NT [ J J .... I NT t·'! I N I:: J j ;,: 

I NT E r~ R [: J J :: .::: ( p L. U ~~ [ J J + 1"1 I N U ::; ::: J ] ) / ~:.~ :; 
INTERRCJJ:=(INTERRLJ]!INT[JJ)HiOO; 
END; 
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[i"lD; 

BEGIN 

[ND~ 

FOR J:=l STEP 1 UNTIL L DO 
BEGIN 
'"( [ J] :: ::c ( I N .~ I: J ] ,)(. W r~i IJ E I... [: N D T H I: ,J :J .)\' 1 0 ) / ( T F, ~, N P I=\: (} B :~ .J ::; 

)( b T (.:\ T W T [ J:I ) ; 
Y [ J J :: .::: L N ( Y I: .J~] ) ~ 

PLUS[J:J:=·TRANPROBeJJ*(TRPRBERRI:JJ/l00): 
'." .[ , Il J ("'. 1- J'J 'T'1" " i>.J r' 1" 0 E' - . "1. i"'{. ;.J •• \ •• :: ::::\'-'11' ... '., ·;L,.J..I-F·L.USLJ]: 
P L U ~j I: J] :: ::;c T F, r:; N P I:~: 0 B C J:J }. F' l.. US [ J] y . 

YMAXCJJ=~(INTMAX[JJxWAV[LENGTH[JJ*10)/ 

( h I NUS I: \.J J )(. f:) T (; T l,.-J T I: J] ) ~ 
y ,'1 I N [ J J = .. :: ( I NT \'1 I N [: J J)~ ~J ~llvl [ L, ENG T H l:: ,j '] .)~ 1 0 ) ,/ . 

( I~' I U:' [ I'J)~ C" "!' :' "r W'1' I" J ,.\ . " ... ..J - ,_ • ,.J h I.. \ ... ) 'l 

"('''''''/[' J'] l'l('(M""[ IJ' , '11-'1 i, ,," , :: :::: ... r (-i/\ '- ):; 

. , .. 'r' J [- J"l I' 1 ( \(' , '1' i>.1 [ J'J' \( ("i, I', . \ ... :: :::: ... f·\. t'I,.I~ \,. ) :; 

[(II:! :.: 

~:i[L.ECTDUTPUT (;~) :; 

W I:i' I 1'\::- ( 11 i" :'Y ;-" "II:~ v 1::'1::-1:-' '1' ~1.17· '"T' C) 1::- 11'" W I';' I 'j-I::- ( 1::- X I::' 'r II ~~ 1'\::') " 1 . '" .... I....J 1 ~ _ ... /, _. \ '" I I ... N )?, . ._ _. I' 1 ... , 

I,..) I:;~ I T [( II I: N ] D I ~:; c 111':'1 i:~ C :=: TUB E D I I; j'i L T i::: Fi: .. :: .) ~ I.J F~ I T [ ( T U 1:: E) ~ 

WRITEC" MM ID/OD RESPCNJQ); 
I,.JF~ I TE ( "(:-lr~[jON r·I...Cl~Ji:::tlTC: .::: ") :.: :"F~ I ,'IT «(I... 9 :;) V 1. ) , 
WHITE (II ML/t'HN[NJ n) :; 

~J F~ I T E ( " ~=; /~I h P L E F L (] l;.j ri: (\ T [ ::: "):; P F~ J NT ( ~:; I.J ::;: ., ~'S 'I :2 ) :; 
wr~ITr:: (U !-·iL.. /11 I i"-l [j\!] II ) y 
I 11:" '1' .~ '::- ' II l" I::' F L'" 'r I:-~ (J ~,\ \:'"r I:"I:~' t, t T F W T (,I (';. F' C1 :':' T T T D f,l :::. ");' W F~ I T [: ,; I) T I: W ? D ~:; ) .• v, \.. I L. \. ,.J ..., , 1 ... .... I...... '" . ,J .. ..) ,I, .1.. '.1 y 

l,Jr;:ITL ( " wr(r cr-'I'vIITY TOr' C·l...;YfECNJ II ) :.: 
L,.1 r',: I T E ( I! NET ti I C F\ () I,...) (i '..) [ I N PUT PO 1,..1 [r:.: :: ") ~ p ,:~ I NT ( F'I/; F;: 'I 3 9 .I. ) ; 
~Jr;~IT[ (" I,J{~lTT!:)");; 
I:II .. ···TI· .. ' II ['J]··.J1J"Q·I·-j'" ("1- ("''''I'-'~'rl'''\j I Ti\'l:~/:' cr .. · .. ·i\ll\il::-I·I lJ':'{' 1I'\n IA t < .t. ::. 1., • r'. I". l. t'l .... .< ::. '\ j ,. ~_I l" ::......, '\ f--I _ _ •. L. I'; _ ... .J .. J .. ,1 ('11 ~ ... ... . I 1 -,J I., 
rl F;~ I r\! or ( I I} :~ v () ) :; 

WRITE("[NJINTENSITJES AS A FUNCTIDN OF U);WRITE(TYPE); 
W r.;. ]. 'f 1'- ( II I" ':i . ,I -1 W .. ~. "1':'\ 1::"(: ('.' 'f 1·1 ( N'1 ) I NT;'; L r~ r;: [: 2 ( C 1"1/'. _. J. ) r,. _. .. ..... tIC _ 1 I v ... I ... _, l .J ,I 

L.N (I:>i/Cit,) 

FOR J:~l STEP 1 UNTIL I DO 
BEGIN 

[ND;: 

N [: ~J L. I ~l :=: ~ 
P F;: I NT ( W I:) 'vI [: LEN G T H [ .J J ? 6 y 3 ) :; 
r' r< I N T ( I N T I:: ..J:] \' ':') to 2 ) ~: W r;: I T [ (' " ) :.: 

. PRINT(INTERR[JJ~2yO);WRITE(n "); 
p f~ I NT ( lJ F' :::' L N [ F~ G Y £: J J v 8 y ::) :; W F;: ::: T [ ( " " ) ~: 
PRINT(Y[JJ,4~2);WRITE(II ")~ 
PRINT(YMAX[JJ y 4 y 2); 
PRINT (YMINC.J]. 4,2) ~ 
END; 
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WFn TE ( II C::i"n TODi\Y~~ DATE I ~j n) y WR I TE (VD~1 TE) ~ 
C l... Cl ~) L i'" I L.. ;~: ( J. ) :; 
CL.O~jEFIL.E (?) :; 

CL.()~)[I''' I LL ( .~ ) ; 
C l... 0 f.~ E F I I... E ( ~':j ) ;; 

[ND ~ END;; E::i\lD 
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:omJuter ~ro~r~~ tc :cn~ol~~e ~hcoretic~l 
St~rk ~ro~i~0 ~ith JO.~:?r _ ... -~s~r~~e~t 
Fr~~il~so 
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CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
C 
C PROGRAM: Convolution 
C 
C This program is based on DATAPROC.FOR and is used tQ FULLY 
C PROCESS the Hydrogen Beta spectral line data tabulated b4 :_ 
C C.R.Vidal? J.Cooper and E.W.Smith, The Astrophusical Journal 
C Supplement Series No 214. 25:37-136 (1973). . 
C 
C 
C 

It uses "PLYNNN D (convert log to lin data every 0.01 nm). 

C Full processing now includes convolution of the theoretical 
C Stark profiles firstly with a Doppler profile (qiven Gas Temp). 
C th",~n this c:or·rl~c:tE:·d pr·ofile is convoluted with the InstT"l.lfllent 
C profile, assumed to be of Lorentzian form. 
e 
C 21/10/85, Phil Burke. 
(
., 
., 

c 
C 
(~ I,., 
(
., 
., 

C 
C 
C 
e 

t10di f i(~·d 

. .. 

23/10/85 Various mods to get program working. 
24/10/85 Now re-arranqe data in DoppDatCI) and InstD~t(I) 

o.:~ rE:qu:i.rl'!d. 
28/10/85 Now output to FinalDatCI) in correct form. 

6/1/85 Change I3 to 14 in "906 Format line" and 
increase array size of FinalDat and ResultDat 
to 2000 because of overflow problem at run time. 

9/1/86 Continuing problems with narray overflows". 
Increase size of arrays to cope plus other mods. 

16/1/86 Small modifications v 

i) Obtain correct total number of points in 
C data File "rinal.dat". 
C ii) Increase ~ize of search for NoPts in final 
C output proPile to 2000. 
C 26/3/86 Can input MEASURED instrument profile as desired. 

gCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
(
., 
., 

c 

(
., 
., 

(
., 
., 

C 
c 
c 
c: 
(
., 
., 

(
., 
., 

DE::iCRIPTIDN OF ~', i~ I~ (:=. \{ ~3 :: 
- VALUES OF DELTA ALPHA FROM TABULATED DATA 

Ar~F~tl Y Y .... V (.l L. U E ~J Cl F f) ( ~·I L.F' 1··1 (.l ) ._. _ .. -- ... .._ ........•.... _.. -... _. 

r\ I:;: I:;: (~I '( ~3 T r~1 F< 1\ II (.:1 T ;; v()L.UE~; DF ~:; <. I.J.r1DB('~) FOI:;: l..1~MDBI·~1 (; TO" O:t Nti I NTEr<'.jI~LS 

DESCRIPTION OF VARIABLES~ 
tl ... N(ii"lE OF ~:;(JUF~CE FIL.E F·I:;:()~·l WHICH THCDr;:[TIC{1L F'ROFIL.E 

[, r:~ T f.l .~: '3 F<E/, II 

t.' N .... M ,- 0 F II E ',.; T HUH ION F I l.. E TOW 1·11 Ct·1 C m~ t) EJn E II [t r~ T r~1 W Ill. 
, .... .r·m:. BC WI:;:r TTEN 

f IAl ·CONVERSION FACTOR", DELTA ALPHA TO FO .... HOL.TZtlr\F<I< POlEN· . 1·1 .. IiEL.TA L.AMDD?I 

~ NI-O ONI Y AT THIS STAGE) ~ NE - ELECTRON DENSITY (1·.-
C TE .... [L[CTF,ON TEMPEf~(.lTURE ( .... _ ....... _...... .... . ... -- .... -- .... _ ......... ) 
("' NU~·iX .... t'jj~IX NUi"mEr~ OF POINTS IN t-lrmrlYS X (.iND :Y. ..... /1::-

r NPDLY - NUMBER OF NEAREST KNOWN POINTS ~SE~ 10 INTS~~~~ATI~~ \J) 
l: xxx _. )( COORD I NryrE ~ IN NM FOH WI-II CH S T I~IRKDA T (X) J. ,) I,LQU IliErt 
C POLYN - RESULT VARIABLE 

C , , ., ",.'"' "C"'CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC CCCCCCCCCCCccccccecccccCCCtCCttLLCCCCCC, ,J ,J 

(
., 
., 
c 
C 
C 

• • Co ." I ., ti'lliu r e-odinCl St'lrk d'lt'l I n t (:.: 1"1 d t C) r- u 1"1 p l' c)(~ l' (lli\ Cl n b '.1 t c h? .:> t_ :{ 1 ~ n ...'. [5000 K ] 
t tl~~ 'i~fQult d1rectory From ~q, • from Files copied in,o ,~ -

then del0:te-d .. 
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c 
c 
c 

All these operations will be carri0d ou~ by the DCL flie. 
Therefore all reFerences to Interactive U~~ removed. 

CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 

C 

m'::{:\L'lf4 St(l r k Do. t (3000) • DoppDll t ( 10(0) • T em pDll t (3000) • G:t':~'J 1 tD'd. (3000) 
f, E f-d_ .X- 4 Fin III II 11 t ( 3000) , Inc, t Ihi t ( 1 000) ~ NOR M V (.; L , P I~ I) k I.,) III 
CHARACTER A*12 • B*12 
r.:EAL. FO., 'NE: y I.JHlldcl., L.Lo.lllt:itl? SiCjlilO .• L.~iCllllll, DG:ltllSiq, D(:;ltllL'llll 
REAL Tgas, Increment, InstWidth, t~iqllla 
INTEGER TE, MAXPTS, NORMX. NoDpPts~ NoSkPts, NoInPt~. NoPt~ 
I NTEGEr-~ i'1'::1:; ::; 

COMMON/F451 X(100), Y(100), NUMX, NPOLY, POL.YN, XXX 
DATA LUN1,LUN2.LUN3.L.UN4/1.2.3.41 

Initialise all data tlrrays. 

DO 6 ,,);:=1. lOOO 
DO\.I·~IDI1t (J) ::::0 .. () 

6 InstDat(J)=O.O 

DO 3 Je .. :l. ,/3000 
T I:~ I'tl () Ii (1 t ( ,J ) ;::: 0 • 0 
ResultIiat(J)=O.O 
r" i n (1 1 Ii I) t ( J ) '.: () .. () 

8 STARKDAT(J)~().() 

Ii Cl :I. 0 J .. :: l • :1.0 () 
)( ( ~j) ._. () II 0 

10 Y(J) = 0 .. 0 

(" ., 

c 

(" . , 

c: 

c 

r', 

' .. 

o \:,cn the do. t oJ. -F :i.l (. C Dntll.i.. Y'1:i. nCi t 1'1 I,?; r l:!q 1.1:1 r' ed fu nd 111110~ ntlll d,i. t I) 

D n G 11 S 'r ~.~ III P. I n ~:; t j' U III f~ n t 1·1 .:1 1 f··· w .i. d t h. etc" 
('11"'1-'" , (I I I;" '") t:, 'r r" T ' J ("' .... !' i'j 1 I'I~' F T 1 F' :::: ., F 11 n ri . D G. 'i,', '.' ) •• " :.:. )'1.'0( .. • •••• , I"~ ,: •.• , .. .> "f t. ',.J'" •• _.. 'J .1. _. '" " I 

"L) '1':' ('.' .,. ;.., (rl'" C' ~'. L r Iii (I T r" :0 D F' ;":. L. i~: F( F r;: DF I I... I.:: .. .(.' ,_, .J .. I '~.. .,' I I ... .{" _.. ..• _ .. 

• ':.'.'1.' I.' .·i v ... ' 1. I'.:.' 1'1 t () f L 11 wi tl inc nl ... :1. " Calculate wuVCnUm00i' _ < A_ •• 

~::: ... n il'1'1" ( :J. () )(.i(. '7 ) / L. ':'1111 d (l 

., .• , ."". T'I'I -.'. -, r' C) f i] e inc 1l1--·:I. (1 .... ' d Y'I \l"i .. C' .. '1 r 11 1 t'lr. e· H 1:1 .I. -{- .... (,J .1. G ,\" h CJ "\' IJ () P .. .. I' .. r ,. .... .. 
"' I.!. .. ... • . • • - ,../. . ) I ( '1 (I ',f )f .. ' ) 

I· '1 I (".... .. -7 ·,.L ~~ C '1' ('1 1'1'11 .)~ (') (l f~ T ( T q .::, :;; / I 111"; ':; . .... '., .11:.-:' .• \', 1,). d 1. LI -,. I II •• fJ d . ~ '. \.... r'
O ~0ltaLQ~~(DeltQSJ.o*10*~7)/Siqllltl**~ 

""1 • 1'] ·'C.I.'·\·.····\-Jff? L,·I()J.nt T'~':lched" i - 'L ... Ij"1 ., ·1·" Y,·.! r' 0 I' 1 ... e Ij n .J:.... . .• _ I nit I) (I i' S (j. n ( Cu. t.. .• I .• '., t.' \ 

D Cl '(:1 f' D 0. 'L ( :I. ) :.:1. .. () () 0 
i. .. L.. '::1 /'I) d (l :" I... I,A III (.\. 1.1 

".1 :. :::' _ . 00" 'I j\ N '[I CJ .. L. E. 1 () 0 0 ) ) n D 1,,1 H I L I::: {, ( DC! rl ·P:U.1 t (..! ,,:1) .. C) r.. 0.. .1.'. . .. 

... : , ". III ri I" . .": I , I') "I d (1 + Inc i' I~ III IE: n t L. L ••• _~ I. .\ 1 ... 1_ ••• " 

I I'~'"l '" 11 "I ::. ( :I. Oh: )~ 7 ) I L I... 1;l111 d o. .,. . . ")' 
... , ..... '.' I ... ., ") , I ( II :>.] t - I. ~ q.~ .J( ..:.. ) 
TSicJma~«LSiqmQ-Slqllla}**~} .~~: u~ .. 

~ .hLr)(~·") O)*lSlalllu) Y'I c .... tl II .. , ·t· ( J)::: \. X F' ( .... !.~:'\' I-I . <. .I ~ ..... , . . ... J :_1 1 • .1. ", _. 

J;::J'~ :I. 
[ND DO 
H (! II rll~' t <~ : .. J .:1. 
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c 

)._. '-I 
~J •.. 

Out(,ut Cif DCi·~lrl:i.I.Cr d(l-i:.O. For checkinq (H(llf F'lo·:·l:>. Onlu). 
m:' E N ( Ll.Ji'r; q !3 T (I T U ~3c: 'I NEW 'I • r' I L [::: 9 I n t (':) r Me d • Iill t 9) • I 1. ~ 
WI~,: I TE:: (L.UN:3 "~SO) 
WRITE(LUN3,52) (Toas, DeltaLam) 
WRITE(LUN3,906) (NoDoPts. Increment) 
WRITE(LUN3,958) (DoDPDat(J), J=l, NoDnPts) 
rORMATe/.I,/," DOPPLER PROFILE DATA,)r 
I:' 0 F~ i'i 1'\ T (~' C "J. ,:; T c: 1'(, 'p :::, r" F '7 " :I. ," 1< 0' I 1 

' I () 'P 1)· e J' :l / :2 w .i. d t h = '~F /' • :3 .' n III ' ) 

C 2aarranqe data in DopoDat(I) usinq TempDatCI) array_ 
DO 58 I = 1~ NoDpPts ' 

::'i D T l:: 11\ I:' D (1 t, ( I) , " [i Cl P 'i) Ii (1t-, C N C) It \.1 P t ,;; +- 1 .... I ) 

C Now lGVcrt to arr0~ DoppD0t(I). 
DO 59 I ~ 1, NoDoPt5 

~:j? DC! -:::1 ~I [I 0.'1, ( I) ::.: T C IllllDllt ( I ) 

c ~. 1:7' () 1 d '.' d (1 -1:, 0 (). 'to D 1.1 'i"! d t h 1.::0 P D .i n t. N CJ It 1) F' t 'c, 11 n d o. d Ii a III i r r 0 r i Il\ 11 q C 0 f 
'P T" D (,' i.. 1 IC~ ,j O. t (i. .i n to ',1 r r (H~ • 

ftO t;O I::;. :L" NoD'~'P'I:,,:; 1 
,5; () Ii C) I.:' {) Ii (\ t ( ( :2 .)~ ""1 () D (I r" t.~, ) .... :::) .... Ii D \) 1) Ii 11 t ( I ) 

DE::IJ,UC) Df.lI. .. Y 
I,..) F;~ I T C ( I.. U i'~ 3 " ':.:.' ~:j B ) ( D D 1:1 p It () t ( J )? ~J :::::1." 2)(- N 0 II ~I F' t 0; '-:1. ) 

eRe-initialise USED elements of TempDatCI) to zero. 
DO 64 J~:L,NuDpPts 

,~; /.I, T I~~' fi\ 0 Ii o.t ( ..J) :: () " () 

c 
c 

C 

(" ., 

c 
('" ., 

c 
c 

(" 

., 

(" ., 

~jC) 1;, h I), 'v"~ 0, full Do·V:':!. \;': 1 'Pl" C) f:i. 1,;,: r 1~(ldl.i t D C onvC! 1,.J. t 1,:2' wi. til tl,.I.'.~ 
~:;tllT'k proFile· .. 

END or CALCULATE DOPPLER PRoFIL,E .. 

BeGIN OF CALCULATE:: INSTRUMENT PROFILe. 

N c) "J r \:.~ 11 d \/ ('t lu .... !. D f 1\ j\; Ci I n P '" ':; n f r C) III f :i. 1,,:: F U (l Ii . Ii (\ T t 0 d I~~' C i. dew h 1. c h 
j. n .:::. I:. r ! .I. III I.;,:' n t p r () j' .i 11,:,\. t () ',1 ;;; ,;:: • 

READ(I..UN2,*) Nolnpts 

IF NolnPts is zerD then calculate Lorentzian as prevlous1u done, 
e I. .. ::) [ ,··l () I n P t ~:; :i. ,;; (). c: t U. Ii. I n !..lIn b 1::; r 0 f poi. n to; i Ii In '.,' C1 S 1.1 r \:7 d 1. n ~:; '1:. T' 111)\ e n t 
f' r C) f :i.. 111.' T () B [ U :3 E Ii n 

I F (rj () I 1',1" t ~:; "N r.:: • 
F~[t!D (LUt'~2 y ~I') 

0) THEN 
( In ::; t II (1 t ( .J ) ".J ._. 1. ~ N Cl :~I"I F' t '::' ) 

[L.~:;E 
Cunv0rt Half-width of proillc to wavenumbers in cm-1.. 
De1taSig=(InstWidth*10**7)/Lamda**2 

1 t 'l 'c·.'lt-off' T,)oint Teachen­Inl.t Val's and calculate profi. e un l 

In'::; t. Ii (i -1:, C :I. ) .. : 1 .. () (, 0 
l.. L. O. 1'1\ d .1 " .. 1... (l 1'.\ d (). 
,J ,::: ~::: 
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Dei WHILE «InstDat(J-l) .GT. 0.001) .AND (J 
LLumda=LLumda+lncrement . .LE. 1000» 
LSigma=(10**7)/LLamda 
In::; t It '1 t ( J ) :::: 1 / ( :I. + ( ::.* ( ~; .: (J Ill'l ._j r::]' ;". III - ) / II - , t ~. ). -. .- ~ . '.'.1 ~ .J. '1"'] q ,*...) J :"" ..J + 1 . ' . ,.J '. . .~. 

[NIt DO 
No I nPts=;:J· .. ·l 

U IJ t '(.11.1'1., ':.! i" I n ~:; t r Illill:.~ fl t d. o. "to 11 f Ci r c h.'! c: k. .i. '1": (] ( H 1:11 P F'r 0 f i 1 e: 0 n 1 u) • 
WRITE(LUN3 v 70) . 
I,Jr~ I T[ (LUN3 ,.,"72) (L.O,l'll:1O:1~} I n~:;tW:i,.d, th) 
, 'I" ]. 'T'j-' (' lJ l\ I "l ,.' {' I . I 
i.", ": ., ... L. I {'-; • / ,) C) j ( i\ Cl I 1"1 F' t ::; " I n t: r ~": 11'1 e n t ) 
WI" 11'1'-(1 \")"- (')'-'/") 

.:, ::. .., .J j'. ·:i '} i .:;) d ( I n ~; t It I), t ( ,J ),' J::" 1" No I n F' t s ) 
~'O rORMATC/,I,I," INSTRUMENT PROrIL[ DAT~') 
··· .• r) 
I ,: .. I::' Cl r< i"1 (~I T (" !,J 0, \/ ":.: :1. (~ r', (.1 t h :::: V. F 7 " -:-.,"}' ',' \' '1-11'11 1 ,,, . 1-1. 1 ' ~ /... W 1." t, '\ '.~: 'v F 7 • 3 .' n 01 ' ) 

~eQ~~Q~qe datu ~n InstDute!) using TemDDatCI) array. 
J..I 0 ... U .I, ::: 1 'I No.1. n F' t '" 

78 T0mDDatCI) ~ In~tDat(NolnF't3+1-I) 

c 

c 
c 

Nuw revert to array InstDut(I). 
DO 79 I ~ 1. NolnPts 
:,: n ;;, t Ii (,;:, ( :~) :::, T I .. :, I"j '\) It c! t ( I ) 

";"'01::1" d.o.-to. (U DI.l·t"ld the: r1oint" NoInF't'::, 11nd ('lild 11 111ir-rur i111.1qe of 

oroi··i:l. .. :,:' .,,:,,).'1:,(\ into ').rrol..,i. 

D D C; 0 I :::. :I.. N Cl J n P t '0; .... 1 
::; C In.:; t, :0.). l~ ( ( ~) -)( (1 () I n r:. to; ) ... I) .... I rl5 t D oJ t ( I ) 

c 

c: 
c 

c 

c 
c 

c 

DeBUG (WL_Y 
~J F~~ :r T I::: ( L..l.J (.1 :.'3 '} 9 5 (3 ;. (I n ~:; t D 0:1 t ( .. J)? ..J :::.:l. :.: .J(. Nul n F' t ", -. 1. ) 

\:<,.:." ... .i. n:.i. t :i,01:i. ::;l,:, USED I.:.:: J. t" 11\ •. ::1"1 to; (j f T 1.::11\ pIt'l t ( I) t D z.,:. rOn 
DC) n 4 ..J :.-:l. ? N () I n I:' t ::; 
To:.': 1"1 (.1:1 n. t ( J ) ::;: 0 n 0 

f·,1 U I,..) 1'1.0.',,'(;. 1:1 full Ins;tl'UI\i •. ~·'(',t '~lrClf:i.l\::; re:O:ldq :.,() CO,I'-.)DJI.1"\",I':: with th~ 
DOODler corrected Stark profile. 

END OF CALCULATE INSTRUMENT F'ROFILE. 

BEGIN CONVERT THEORETICAL STARK DATA. 

T h.i ,.> \1 (1 r"i" 0 i'~1 r C) 9'" 011'1 d C:-.1 :i. ,:> I;J i, t h c: 0 n 'oj \~ T S J. (j n () f 1.11·I·P r DC: I'::' ':; '::; I:: d 
~:; t I::' r k oj G, tn, :i. n ':: .. 0 ], :1. n I:~ I). l" oJ. '1 t .).,; I). 1. t I). b J. '=~ f 0 I C (J rw D 1. u t.i. 0 n .. 

F~ EJ'; II ( L. U (!:l. '} )i· ) ( ~~ [v T E, \=- 0, tH.J 1'1 X ~ ( ( X ( I ) ~.' Y ( I ) ) ~, I :"" 1. N U M X » 

Use ***rIVE*** n0ore::;t points for th2 Do14nomial int~rDolulion. 
1,1 P Cl :._ 'j' . .. ::j 

H ,:~l;( i" T SO" 0 
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(-. . , 
c 

100 

c 
c 

c 

c 
c 
c 

(" ., 

CO·t"Iv"':::Tt "r:lelt(l (11p[,'1" to "delt'1 ]')1l1I'P-}.],R ;." •. ., • '" .. I... .....1. 1.111 
tlC)t •. :~~ "d,::::l.t(l l'11l'ldb':1" ie, still lOQ(lrif-"l'Yl'(-lJILf ·t> 1 .~ j 

DO 100 I:::L,NUMX 
X (I) :=:X (I )\(F'O)~O" :I. 

Set first clement in array, 

.. .~ • 1 I ... 1 .. '.1 fJ 1.1 '1 ve, • 

It i~ the same for either "delta alpha" or "delta lamdba'. 
ST~RKDAT(l)~Y(l) 

I 1"1 .i. '1', i ·.1:. i ':, i .• ~ 1 Cl o~:. CD I.A n t .:2· r " 
I : ... ;.~ 

Set first wavelength interval to Increment 
XX/:::: I nc: r 1,:.~ll'Ii:::nt 

(normally 0.01 nm) 

DO WI·lILE «)c(X .L.T" X(l--·1Ut'i)(» .tINIi .. (I .. LX .. 10(0» 

END LID 

C I~·II... L F' L. L. Y I) N 
LT ('IPI<D(:IT ( I ) :7:·PDL '(1) 

I·:: I: 1 
XXX=Increment*(I-l) 

i"1 I::' X F' T fi :::: I .... :I. 

Detelmine where the maximum value of the profile stored in 
~:; T tl F;~ 1< D ('1 T ( ) DC: cur:;. {I:;:; i CI nth ':.~ l' c: 1 0.' V (! n t J '''; '.1 1 u I~ t C) U N (j F~ 11 X n 

and th0 actual profile vaJ,ue to "NORMVAL" " 
...J =:2 
Ii CJ I,.) II T L. [: <. ( S T f.:, f< 1< D r\ T ( J ) " CJ T" ~:j T tl F< 1< II {~I T ( J_. 1 » .. f:a N Ii • (J "L. E. :l. 000 ) ) 

...J::::..J (·l 
[1·11) DO 
NC)r\~rJ;'~:J' :I. 
NORMVAL=ST~RKDAT(NORMX) 

DO :?OO .. J:,:l '! ~itl>~PT~:; 

;'2 0 () :~; T (:, F( i< Ii (-I T ( J) •• ~::; T (I r-;: i< Ii i~~ T ( J ) / N D F~ 11 V (II... 

(". 
\ .. ' 

c 
,., 
L, 

;:.~4(] 

c 
c 
(" 

Dct~rmj,n0 cut 'off point, "No~kPts· art0T' which data 
values become ( 0.0) 
:::: .. :1. 

D 0 l,11 I I I... F « ~:~ t. 11 r II. d C/. t ( I) .. C; E.. ()" 0:2;' .. f\ N [I .. (I .. L. [" :I. :5 0 0 ) ) 

I :c. I -{-:I. 

Output of Stark (inl0rmediate) data for ch0Lking in 

l,! r:: I ''j' [: ( I... U i'!:7, \' 2 AD) 
WRIT[(I...UN3 y 90:2) NE 
WRIT[(I...UN3"90~) TE 
l~ F~ I T F ( I... U N 3 v C) 0 f.» ( l'l 0 :.; k F't ,:; \' Inc r \C, III e 1"1 t ) 
1 J P T T [" (I I I N 3 ? :5 D ) ( ~:; t (1 j' k D (1 t ( I ). 1:= 1 • N () r; k r:' t::; ) . 

I~ .. (.') I'·:, ~.\ ;~ .; .. (- '-, !. / \' C' 'Y' f~ c, I" I:' F\ fJ F Tl F [l1~1 T I~ (L I N I:. f~ F\ F 0 F, tl ) , ) 
.. .. '\ I" (-I I ./ 1J I I) ~. ,.) I "1 f\ '\ I . ..- .-

. ("I 1 [1 .~ (I) u'-in,'1 T''''11'1't)[i11t(l) (lrr'114· r;: e,,'! r j' '1 n (.j \e: do. t 11 .1. n ,J '" (, f' I{ I). '"' , ':>'"1 - " ] (- t lin I~ 
~:; (~;. fir ::, t I:: 1 ",: r'l \:: n t :i. n T e Ill'P Ii '1 t ( I) :i.:.. the c 1.1 t - 0 -f f ·v·'l. 1.1 e \ I 0 , 

C:1:~ntr'I.:.~' ·\-"·I.lll.l(,~·) I=,:tc:. i}: lc. 
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DO 300 I = 1, NoSkPts 
300 TemoDatCI) = StarkDatCNoSkPts+l-I) 

c Now Tevert to array StarkDat(I). 

DO 350 I = 1. NoSkPts 
~:; ':j 0 ~.; t (l r I. D I~! t ( I) ... T \?: lli'P Ii (i. t ( :r ) 

?Fold Y data aT'ound the DOint? NoSkPt·.~ i d' - ant Q a Q mirror imaq0 of prorile data into arraij StarkDatCI). 

DO 400 I ~ 1, NoSkPts-1 
~OO StarkDat(2*NoSkPts-I) - StarkDatCI) 

(" ., 
(" .. 

1.. .. 

C 
C 

c 

('" .. 
(" ., 

c 
c 

c 
c 
c 
c 
c 
c 

l.: 
c 
c 
(" 

c 
'''. \ .. ' 

DEBUG Ot··.li...··{ 

~J 17;: T T [ ( 1...l.J N::; y ? I,~j 8) ( ~:; t (l. r k II'1 1:.. ( J ), J :~~ 1 y 2 .j(- NoS k P t s .- 1 ) 

~.:::. now h(~\:.'.::: 11 corr',:,:·c:tl,..j ().rrI1nqt.~·d theort':t.i.cl.ll ~;tllrk profile r'::"'l,iq 
-(-or th.c. +:l."("'::>t cO·f"ivollJ.tiun .. 
:~:I··!D CClNlv'Ci-<T THCOF:[:TICt,L. ~JT(2'lr\l< 1)tIT(:·I. 

BEGIN or CONVOLUTION ••• i 

Th~ pI OCQ~S devised tlere may hopefully be explained by taking 
the first convolution as an e~amo10. In this the theoretical 
~:) t (i. r k. T' r Cl f i :I. e· i c~ cor r (:. etc' d for' -1:, h 12.· \"::. f P \7;- c: t Cl f t h \~ r'l,') d 0 III k.~ n \? tic: 
motion of the emitting hudrogen atoms <convolution with a Doppler 
profile). This can b0 thought of as adJinq up the contributions 
to the "observed' pro Pile from all th0 emitting H atoms. where 
each alom possess's a different 'Dopp].0r shift' from the unshifted 
:;. j. n ':::. I':: I.::: n t r I:::' ,'';(\ \l1~~ 1 ~:: nq th" The nl.1111 b i:.~ r- 0 f ::1 to III ';; pos ':;1::: s ~:;i nq th~~ ::;o}ll),.::· 

shift is expressed in the shap0 of the Doppler profile itself which 
-J.-,h I::,.,..' c: I' () r \~. oj I.;~·t. 0::-: r p) i ne';:; th\~ 'I Wt~ .io.:l h ti nq· of '::: I:' C h 0) tu 11) ';;; C () n t r ibl..l Lio n to 
-1" 1"1 f: CI h ::, I.,;' r 'v' ~':' d p r () f :i.. 1 e " 
'fi·I'.'.:. 1.:.u·,)'./o:lU·l:..iDil ·1:lr·ocl.;~·:.~:> rl)irllic';:; this, bl.~ c'v'':111.l1:J.tin(~ (1 "r 1::-'::;1.l1t pi uf.ile' 
in which eQch element of the profilc is the 5ummation of all the 
C 0 .... , t r :.i.. h lJ. -I., :i. rJi'I:;, f f 01"1) [) 1) F ~:; t o. r- Ii. ~:o r u f :i.. ll'~ b 1.1 tel::: n t r I~ d () n d iff e r '.::.' n t 
II C) f,) ;::. 1 \'.: r ::: h. i F' t. oj.i ';;; t (l. n c: 1.0 ~;; f r (j Ili t h ,.::, 11 n I:; hiP t l'~ 1"1 1 :i.. n (~ c e n t r \"~ w (l 'j \O! 1 \":: n 'I t h • 
T h .. J..:;; ..i..::; d (; ~> Ci" .i. b (': d (1 ~~. \' C I.:! n -i;, r l'.':!.. "('1 CI \' (l. \' for I .. :; 1 I r () 1.1 n d (~; t (). r k) fl r 0 j:' i 1 e ~ 0 n 
I~:' u. c h W (l'y' I~: 1l'.~ {'i 0::.1 tho r din (1 t ,2, 0 f ':). '} b 11 C k q l' 0 I.l 1"1 d. ([lOp \.1 11:~ r) "CI r Cl f i 1 \::- 'J • 

r Ci"i· 0;:. ::J. eli. "}.I 0 i n ton t h.12· l:l 0. eli. (J r Cj 1.1 '11 d ro r 0 f'i 1 \:,: V ::. 1:-

DO 600 I ~ 1. 2*NoDprt~ .- 1 

Evaluate the contribution to the result rorofile from everu point 
C en th0 fUf0qround Drofil~. ie 

DD :-:iOO ..J :::: :1.. 2)('I',JCo(3kF't~> .... :i. 

I.:.'i 0 () r.: I:.:;:; Ij 1 -1: .. D ':J. t ( ,J l· ( I ... :l » :0.: F.: 12· ", 1.1 1 t II 0. t ( J + ( I .. · 1 ) ) t· ( ~:; t I). r k D Cl t ( .J )* D 0 "!=' ~I [I (1 t ( I ) ) 
,',00 COi··lT I NUE 

(" ., 

c 

(" ., 

DCBUC OI',!L"{ 
L,ir:ITE (L.UN::; '! ?5D) 

Information. The mid point of the arraij RC5ultDat occurs at 
(NuSkPtst NuDpPts - 1) and the total number of points in the 
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c 

c 

c 
c: 

c 

c 
('" 

" 

c 
('" 

" 

c 

c 

(.~ 1\ "'I uU I~ 

(" 

" 

c 
c 

c 

C 

(" 

" 

C 
c 

I} r l' (11 . .f i. ':; t w i c: ':::. t h i. <:; 'v' (l. 1 1.11:= " 

Find position of maximum in ~rTay? to enable 
J=2 norMalisation. 

It () W H I L E « R e :;; IJ, 1 t D (i t (,J ) • G T. r~ I::: S 11 1 tIl 11 t ( J- 1 ) ) 
J:::: J -I- 1 • f~ NIl. (J • L E • 1 SO (:' ) ) 

[(lIl DC) 

r' ',0 (l, i:. I.,) (1 1 ".:: P !":.::; 1.11 tIl ('1 t ( J -.. :L ) 

Now do actunl normalisution. 
DO 650 J~l, 2*NoSkPts + 2*NoDDPts 
ResultIlQt(J)=ResultDQteJ)/PeQkIV~..l' , J, 

Outpu'~ of Doppler corrected St0T'lt, f"l • pro 1 e data fur checkino, 
(halF profile 0'1114). 
..J'::NcJ~:;I:. F"'" <:, +l'·'!DD'I,:.Pt <;; ··1 
\.-IF:ITE (I...Ur!3 v /'00) 
WRITE(LUN3,702) NE 
WRIT[CI...UN3,904) TE 
t.) F< I T C ( I... U 1") ;.:; ? ? () () ) e ,J? I '1"1 C r (O;'i'ti (:. n t ) 
I,JFnT[(L.UN3,,?5D) (1~~t.~':;lllt:Oot,(I). I:=J. 2*,.l-1,) 
FORMAT(/,/,/,' DOPPLER CORRECTED STARK PROFILE DATA') 

END or CONVOLUTION.""l 

BEGIN or CONVOLUTION".,,2 
::; 1.1'''-1 c. (l, ::>:.':i. r .;:, t c: Cjnv 0 11,1 t ion C: ~< C C 'i) t 1.1 s:i. nq th (' IIDj:1 ~Il e1' cor T' ec t (~d ~~ t'l T I,. 
profi10 as th~ foregT'ou~d profile and the Instrument Drofile as the 
b Q, c: k q 'f' 01.11"1 d '~i r () Fill=' n 

For 0ach Do:i.nt on the background profil~. ie 
DO COO I = l? 2*Nolnpts - :I. 

Evaluate the contribution to the prof:i.le from ever4 point 
on th0 for0uround prof:i.le? :i.e 
DO 730 J ~ 1. 2*NoSkPts + 2HNoDpPts - 2 

F:i.na~DateJ+(I-l» ~ FinalDat(J0(I-l»!eResultDat(J)*InstDatCI» 
C[I;"lT T NUi=:: 

Infolmation" The mid point Dr the arra~ F:i.nQIDQt occurs at 
(NuSkPts + NoDpPts + Nolnpts - 2) and thctot01 number of Doints 
in the array is twice this value. 

I~' .i, n d po::; 1. t :i. Cl n (j f 'Ii (1 :.\'::i. 1'.1 1.1 III :i. 1"1 .}),' j' 11 Lf.} t () ,~ n r). b 11:~ 1'1 Dril'l '11 .i. ',; Ii t ion. 

D () ~J II I L. I::. « F' i n IJ. 1 D Cl t ( ,.I ) n G T" Fi n (l 1 D () t ( ,.J.- 1 » .. (" N D n (J .. LEn :I. 50 0 ) ) 
.J ::::.J}- :I. 

[tolD DC) 
r:' (, (1. Ii. Iv' (t J :::: F :i. n 111 D (! t ( ,.I ... 1 ) 

Now do '1 c: tU'J.l no T' 1)'111 J. i::;I} tiCl 11 n 

DO 850 J~l. 2*NaSkPts i' 2*NoDDPts + 2*NolnPts - 4 
rinalDateJ)=rina1DoteJ)/PeakVol 

I ~ iI', 'l C_'OT·T'C.:.·c~~(:1 (.~.)tark nrofile datG, Cll.l t f' ;.J. t D r Tn!:; ':"1 iJ.lll (c. n'(' '1 n.: , U'!:I ~I, (:; r ," ~ l' 

(halF DrD~ile DII14)· 
C) :1 t CII.l t t Ci T \.,1 (] d.} t '1 f i 1 e s 'J (,') 11 l~ () f w hie h wi 11 b c: the .1 c t 1.1 I} 1 
SOUT'ce File foT' EIIFIT.FOR 
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J~NoSkPts+NoDpPt~+NolnPt5-2 

~m I TE (L.UI·13. '100 ) 
WRITECLUN3,702) NE 
WRITE(L.UN3.904) TE 
WrC[TECLUN3,':;06) (J, Incr,,-~ni\?:c,t) 

WR1T[CLUN3.958) (FinalDatCI). I=J. 2*J-l) 
'? 00 FOr<t1(..)l C I • I ? I .~. I NSTI:;:U~iENT (,ND DOF'PLER CORF:ECT ED ST r;RK PROF I L:= ~" T ,; • ) 
'10:2 FOm'l(')T(· [ll:~ctron DI~nsitLf ::= ? [12.4,' CM"'3") 
90'~! FOf(M(tT( P E11.'.':CtT on TI':~lntt,.?:T'11tuT'I,= := , y 14, • r~') 

906 FORMATe' Number of points = " 14.' : 1nt~rval =? r7.3." nm'./) 
058 FDRMAT(40(10(F7u3,X),/),/) 

C Open the file used to hold the Stark data for EDFIT.FOR 
OPEN(LUN~,STATUS~'NEW·,FILE='Final.DQ~') 

C Determine cut-off point, UNoPts· after which data 
C v 1:\ lUI.::: \" hi.::' c: Ci rn c· ::: 0" ():I. , Not \;: :: S t 11 j'" tin a f r' D 1\) the lin e c en t r e • 

.\.:.::,.J 

Ii Cl t.,11-JI U:: « F i ri(i 1 II I}'l",( I) .. G E.. 0 .. 0 1) • r'~1 N D.. (I • L E. 2000» 
i··ll:; f' t :;; .c: I 
:r: ... ]: +:1, 

Tt\i~ loop SHOULD te:rminate when FinalDQt(NoPts~l) is ~ 0.01 

WRITECLUN4,766) (NoPts-J+l) 
1,...IrnTF (I...UN4 ,,96(3) (Flr)(l1D':lt(l), IJ? NoF't':;) 

? {; ,;) F' Cl m'1 ~l T (. 'J. I;::j ) 

C 'J,se FOI;:i'it,T(AO(:LO(F'7 .. 3"?,,?X),,/)?/) 

?SD r()F~I"\;,~)T ( 'I 'J , E J. ~~: .. /}) 

C 

END OF CONVOI...UTIClN".,,2 

CLU(~;E:: (L.Ui~l) 

CI. .. U~:;r:: (I ... UN:':':) 
C; I.. () ~:; I::: ( L U N ~.;; ) 
C L. C) ~::; E ( I... U N <1 ) 
c; : .. () r; F:: \. L. U N ~5 ) 
Fr)l) 
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cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
C' 
c 
c 
c 
c 
c 
C 
C 
C 
C 
C 
C 
c 
c 
c 
c 
c 

Th.i=> ·progII:l.l'tl IlH.),1I.1IE: cont'lin';; tl-(c <;,Ilbroutine oi· ... ·en in the p'H'~r 
bl..f C.R .. Vidlll~ J.COOf.'c:!i' c.nd E.W .. Slllith~ The Astrophysic'll Jour;'" ... l 
Supplement SeriQs No 214v 25:37-136 (1973). 

Th:i.':; ~;I.lbr·CJutin(: i::. I.l';:".:;;d to intt~:rpolllt,~: hetINE:en their t':lbIJ1'1" :.-: 

d 11 t 11 b 4 (:: ',J 0. 1. I.J.o:l tin q 11 pol 4 1"10 III i III a f d. e q r e· e N - 1. t 0 1=' .1 sst h r 0 IJ q h 
N us~r selected points. It is essential for the converSlon of 
proVi.J.c· dlltll frolll j":.:·dl.1Cl.0d ~;t'lrk pllr(lll'let(~r nd,~ltl1 11l1=Ih'l" ':0 

actual wavilenaths at 0.01 nm intervals ie, tables contain 
in~ufficient Doints to do thi.3. 

Do. Lo.::: 
r' r D q r o. III 1)1 I',! r 
('I (j d :i.i·' i (Of.. (i. 

12/3/85. 
i::'h.i. J. Bil r k e. 
?6/3/85, Phil Burke. BJ" possibly not 
def:i.n~d on exit frolll "J=NM1.NUr" do loop 
\:; D lli 0 1" r e· 'p 1 '1 C e d IN i t h ,1 n It a l...! " L 1 e " loa ~I • 

~~f~(~(~(~rC'rrC'r(~(~C'(~('crrrr('rrcrrrrrrrrrrcrrrrrrcccccrCCCCCCCCCCCCCCCCCCCCCCC lo, 1.. ... .. r •• J ., .... •• 1 .1.-1 \., I '..1 .1 .1 I J 1 •. J •• 1 ,-"" .1 J.J •• 1 ~ ' .. / .1.~ ./ •• 1 ~ _I ~ -' ~ ~ .1 .1 -' .1 I ~ ..I • ., _ t -,., J 

C' 
C 
C 
c 
C 
C 
c 
c 
c 

SUBROUTINC ?LLYNN 
F CJ r 'j:, h c. 'P u :i. n 1:, >()( >~ to be .i. n t c: r ~) 0 :I. o. ted t h I~' N i-' n L Y 1') \:' 01 res t Ii n () IN n ~I 0 ~ n t :::. 
are chosen and Q PDJ.~nom:i.ul of deqr~e NPOLY-l is fitted throuqh 
t b. ,,: ;:, '.:: '(:. Ci .t. n t;:, " 
>: (i n d Y ').1 .:.:,. t h. 8 0. r' r 0. Li ~;; IN r ( i c h c: Ci n t ,} in t h ~ • de :I. t (l. (1 1 ):1 h '1 n '1 n d ~ l 11 r It. 
CoI··Dr.i.l,:.~ Clr,j.ino.t'~:;;i'I .. ~~;;l:o.~ct.i.Vt.:·1Un NUI'IX i:;; the tot'll rH1i!)b~,'r Df th\~ 
k n C)I,J n po :i .. nt ,:, on +, hQ· C 1.1 r 'v"": .. 
I :i. n t c: n d tor (~oJ. d :.i.. n r (1 vJ ~:; t (). r k d 11 t '1 ;:; C ,:,1.1 L: n t .i (l. 11 U o. n d ':1 S ,:; i (11 lit t Q 

th(~'::;e 0.('1'114'.:;" 

The result :i.s POLYNn 

CDi·iiviDN/F4;·:;/ )( (100)., Y (tOO) y NUhX? NF'Oi.Y" F'OL.YN y XXX 

(" D 1... Y (ie, () .. 0 
i\:i'i ::. (NF'OLY + :I. )/2 
Nj·il .... Hi', +- :I. 
NUr ~ NUMX i NMl - NPOLY 

.J :"N~i:l. 
D,J ~"jHIL.[ 

. .J.c:J+:1. 
[HD DO 

. ... '\' (-··r V' ) l ') 'l «..J .. I...T .. t~UP) .. tiNl.! .. (X7"" .. OJ n /\\,., , 

L .. :: J .... Nt'l 
L..L.L. :: .. L. +- i'~F'ClLY 

DO 6 i< .:: L .. ,l...L.L 
TEF,(\ :. :I. .. () 
DO ::=; (ie: i.. .• I._L.L 

'1 
J. 

IF (1-< .. EG. rj) GO TO ;'j 

TCRM ~ TERM * (XXX - X(M»/(X(K) 
CONTINUE 
T [:r~ h ~., Y ( i<) .J(. T I:: F~ iVI 
POLYN= POLYN .~ TERM 
F~ETl.JF~N 
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