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ABSTRACT

Microwave Induced Plasmas.

P.E.Burke.

In a microwave induced plasma (MIP) generated in
argon under atmospheric pressure using slab-line and
TMnqp Cavities, the electron density (Ng), excitation
ang rotational temperatures, detection limit and matrix
factor for nine elements and microwave impedance have
been determined for a range of operation conditions.

Simultaneous measurement of N: and microwave
impedance in a dry argon MIP provige little evidence
of a link between these two parameters in the slab-
line cavity.

Two 'analytical' “IP's incorporating sample
aerosol introduction have been used with the slab-line

cavity. One being supported on an argon flowrate of
Oc1 1 min using a Babingtqn nebulizer, the other
on a flowrate of 1.0 1 min -~ using a crossflow nebulizer.

The crossflow nebulizer was also used for an analytical
MIP generated in a 510 cavity.

Detection limits obtained for both analytical MIP's
in the slab-line cavity were simi&ar for the analytes
used. In general, with 1 mg ml K added, it has
been noteglthat analyte signal was suppressed in the
1.0 1 min MIP, whereas enhancement occurred in the
0el 1 min =~ MIFP. This was found to correlate with an
increase and reduction respectively in N_, the effect

being attributed to slight positional chgnges of MIP.

Detection limits in the analytical MIP? generated
in the TM 10 cavity were poorer than those found for
the slab-glne cavity, due mainly to lower signal to
background ratios.

Spectroscopic measurement of N , excitation and
rotational temperatures demonstrate§ a lack of LTE
in any of the MIP's investigated. However pLTE may
exist in certain parts of the analytical MIP generated
in the slab-line cavity. In the dry argon MIP and at
the optimum viewing zone used for spectrochemical
analysis in all analytical MIP's, pLTE is unlikely and
a collisional-radiative model may be more appropriate.
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Chapter 1. The MIP Used For Spectrochemical Analysis.

l.1 Introduction.

In recent years there has been a considerable amount
of interest shown by analytical chemists in various types
of gaseous plasmas as atomic excitation sources for use
in spectrochemical analysis. This interest has
undoubtedly been spurred by the growing demand there has
been for accurate, sensitive and practical methods of
analysing the constituents of a range of sample materials
from industry, medicine and the natural environment.

This demand has meant that plasma excitation sources have
rapidly progressed from the experimental equipment of the
physics laboratory to the commercial equipment found in
analytical laboratories all over the world. A good
example of this rapid progress is the inductively coupled
plasma (ICP) which, from the early experiments of
Greenfield et al, 1964 (1) when it's potential was first
realised, has evolved into an extremely sensitive
analytical tool capable of detection of most of the
elements in the periodic table at low concentrations and
in a variety of difficult chemical matrices. The
conventional ICP is now regarded by many as the standard
atomic emission source used in the spectrochemical analysis
of solutions. This is probably due to the continued
efforts of two research groups, that led by V.A.Fassel of
the Ames Laboratory, Iowa, USA and the other by P.W.J.M.
Boumans of the Philips Research Laboratory, Eindhoven,
Netherlands.

| The microwave induced plasma (MIP) has not developed
at the same pace as the ICP but does offer distinct
advantages in certain areas. The MIP may be operated

at much lower gas flowrates and input powers than the
ICP. Conventional ICP's typically operate at gas
flowrates up to 20 1 min-l and RF input powers up to 2 kW
whereas the MIP may be operated at a gas flowrate of as
little as 0.1 1 min~! and 100 W of input power.

12



Like the ICP, argon has been the most popular
choice of plasma gas for the MIP but other gases have
been used, partly to identify plasma which provide more
efficient excitation of analyte spectra and partly to
reduce running costs. Beenakker, 1976 (2) suggested
that an atmospheric pressure MIP operated in helium
gave significantly better detection limits for certain
elements compared to the argon MIP described by
Dagnall et al, 1972 (3). A reduction in operating
costs has been proposed by Deutsch and Hieftje, 1984 (4)
for an MIP operated in nitrogen compared to an argon MIP
although any savings would presumably be minimal
considering the typically low gas consumption requirements
of the MIP. Also, the intense molecular spectra
emitted by such an MIP precludes the use of certain parts
of the spectrum to avoid interference with analyte
spectral lines. More significant reductions in
operating costs might be expected from the nitrogen ICP
described by Barnes et al, 1984 (5) compared to a
conventional argon ICP.

The importance of these unfavourable comparisons
between the ICP and the MIP cannot be over-emphasized
in light of the recent develoument of the low flowrate
ICP, which is a direct consequence of the high gas and
power consumption requirements of the conventional ICP.
Initial experiments using a normal size ICP torch,
Allemand and Barnes, 1977 (6) succeeded in reducihg:
gas consumpticn by a half. Greater reductions in gas
flow and inbut power have been achieved by the
minaturization of the ICP torch and modifications to the
RF induction coil and power supply. Kornblum et al,
1979 (7) operated an ICP on a total argon flowrate of
2 1 min~t although rather poor detection limits were
reported. The high gas consumption of the conventional
ICP is primarily due to the cooling function of the

outer gas flow, which if reduced without some other

13



provision for cooling being made, results in melting of
the torch. Further developments of the low flow ICP
have therefore concentrated on alternative means of
cooling the torch. Kawaguchi et al, 1980 (8) have used
a water cooled torch to operate an argon ICP at a total
flowrate of 5 1 min~! whereas Ripson et al, 1982 (9)
have operated an argon ICP at 0.85 1 min~1 using a torch
cooled by forced air.

There would always appear to have been a strong
desire to view the MIP as a "minature ICP" and in
attempting to fulfill this desire we probably find the
main reason why development of the MIP has lagged behind
the ICP, namely the problems encountered when using
direct sample aerosol introduction. The MIP is not
particularly tolerant to large amounts of introduced
water vapour and in many instances where the MIP has been
used for the analysis of sample materials, these problems
have been avoided by using a dry sample introduction
technique. Beenakker et al, 1980 (10) used an electro-
thermal atomizer (ETA) to introduce sample into a helium
MIP and found this particularly successful in the
determination of halogen compounds. Where an ICP type
nebulizer has been used many experimenters, eg. Fallgatter
et al, 1971 (11) have been forced to use some kind of
aerosol desolvation apparatus to remove the majority of
the water vapour prior to entering the plasma. However
there are drawbacks involved with using desolvation
apparatus, e.g.the memory effect, described by Boumans
and de Boer, 1972 (12) which do not make this an
attractive proposition for routine laboratory sample
analysis.

An alternative to the MIP and ICP which will be
considered in this thesis is the capacitively-coupled
microwave plasma (CMP). The CMP described by Feuerbacher,
1981 (13) shares many common features with the MIP but
instead of being confined within a discharge tube the
plasma is formed in free air. The relative merits of
this alternative spectroscopic source will be discussed

in chapter 6.

14



The aim of the research reported in this thesis was
to undertake a study of the fundamental physical properties
of the atmospheric pressure argon MIP and to investigate
their dependence on operating parameters, e.g. gas flow-
rate, microwave input power and plasma constituents.

Relative spectral line intensity measurements have
been made to determine argon and iron excitation tempera-
tures, TEXC and an OH molecular rotational temperature,
TroT* The Stark broadened Hp spectral line has been
measured to determine the electron density, Ne (chapter 5).

For the dry argon MIP, the plasma impedance, ZL has
been determined from measurements on the standing wave set
up on the transmission line connecting the microwave
cavity to the generator (chapter 4).

Initial studies were made on an MIP produced using
dry argon from an industrial cylinder but a further
requirement was the development of a sample introduction
system using a pneumatic nebulizer for the introduction
of sample solutions into the plasma. This sample
introduction system (chapter 6) was to function at the
low plasma gas flowrates, less than 1 1 min-l, at which
the MIP is capable of being sustained.

Further to this development, the spectrochemical
performance of this 'Analytical' MIP with sample introduc-
tion system was to be assessed, related to the plasma's
fundamental physical properties and compared to the
analytical performance of the competing techniques of
ICP and CMP.

Recent reviews of the MIP published in the literature
e.g. Zander and Hieftje, 1981 (14) and Carnahan, 1983 (15)
describe the current status of the MIP as an analytical
tool. AlBdsdahahthébisibybithte| 219737(16)t int2udedsanan
account of therhistory.of therdevelopmenti of thelMIP:as
an wxewtatiohi seurece feoviagsentn iganbedrbehemiti) anmtysis,
Theyrevieh preseéntedehsrdiwtldnthareforetcenEehtratpioniy v
ont thevimost berentedevedopmentsrefcthesMiPguespechaldya, «
thoseiwh®#aoh« have been found to be important in this work,

A review of the microwave cavities cammonly used to
generate both atmospheric and reduced pressure MIP's is

deferred until chapter 2.

15
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1,2 Sample Introduction Technigues.

There are a great variety of sample introduction
techniques which have been used with the MIP, the most
widespread of which has probably been the gas
chromatograph, see e.g. Beenakker, 1977 (17). Apart
from gas chromatography a popular method of sample
introduction into the MIP has been to use a nebulizer,
coupled to a spray chamber and feeding into the plasma
often via some type of desolvation apparatus (figure 1.1 ).
The following section will concentrate on this and
associated techniques since a nebulizer has been used in
this work. |

The use of a nebulizer, especially a pneumatic type
coupled to a spray chamber is undoubtably the most
popular method of sample introduction used with the ICP.
Therefore much of the development of this method was
originally done on the ICP and with the arrival of
commercially available ICP equipment, much of the hardware
used for the MIP has been copied or borrowed. This is
not unreasonable since the two plasma systems are
fundamentally similar although the operational differences
between them often require modifications to the individual

parts of the sample introduction system.
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l.2.1 Pneumatic Nebulizers.

The three types of pneumatic nebulizer normally
used are.

i) Crossflow Nebulizer.

The crossflow nebulizer was first described in it's
modern form by Valente and Schrenk, 1970 (18) for
introducing samples into a DC plasma used for solution
analysis. Kniseley et al, 1974 (19) improved on this
design by using stainless steel capillary tubes to
resist attack from the chemicals used in spectrochemistry.
The crossflow nebulizer (figure l1l.2a), operated at a gas
flowrate of 1 1 min~t

PV 8490 ICP plasma source unit and has also been used in

is used in the commercial Philips

a number of MIP sample introduction systems, Beenakker et al,
1978 (20).

ii) Concentric Nebulizer

The concentric nebulizer, described by Veillon and
Margoshes, 1968 (21) is similar to the type widely used
in modern atomic absorption (AA) spectrometers. However
such AA nebulizers typically operate at gas flowrates of
5 1 min~t which is unnecessarily high for most MIP's.

A commercial ICP concentric nebulizer (figure 1.2b) as
described by Meinhard, 1978 (22) and operating at a gas
flowrate of 1 1 mirx"1 has however, been used for sample
aerosol introduction into the toroidal MIP described

by Kollotzek et al, 1984 (23).

18
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iii) Babington Nebulizer.

The principle of the Babington nebulizer was first
described for the application of paint spraying by
Babington, 1973 (24). This type of nebulizer does not
require that the sample solutions pass through any
capillary tube. Many applications have therefore been
found for this type of nebulizer in atomic spectroscopy,
a) for the aspiration of high solids samples into an AA
flame spectrometer as described by Fry and Denton, 1979
(25), b) for the aspiration of high salt content samples
into an ICP as described by Wolcott and Butler-Sobel,
1978 (26) and c) for slurry atomization in a DC plasma
as described by Mohammed et al, 1981 (27).

In their investigations of an ICP operated at
reduced gas flows Ripson and de Galan, 1981 (28) and
Ripson et al, 1982 (9) described a nebulizer based on
the Babington principle which operated at an argon
flowrate of just 0.1 1 min~ 1, Such a nebulizer
(figure l.2c) has been used in this work to produce an
argon MIP operating at a flowrate of 0.1 1 min—i

(chapter 6).
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l.2.2 Ultrasonic Nebulizers.

The ultrasonic transducer nebulizer, operated at
frequencies from 50 to 1000 MHz has been suggested as an
alternative to the pneumatic nebulizer because of it's
greater efficiency, up to 30% compared to the 3% for the
typical pneumatic device.

Boumans and de Boer, 1975 (29) conducted a number
of investigations into the ICP using an ultrasonic nebulizer
(figure 1.3) for sample introduction and report detection
limits for certain elements of 1 to 2 orders of magnitude
better than similar ICP systems utilising commercially
available pneumatic nebulizers, eg Winge et al, 1979 (30).
Olson et al, 1977 (31) compared the nebulization efficiency
of an improved ultrasonic nebulizer to that of a
conventional pneumatic device coupled to an ICP used for
the determination of multi-element detection limits.

Kawaguchi et al, 1972 (32) used an ultrasonic
nebulizer as a means of sample introduction in their
studies of an argon MIP but relatively poor detection
limits were reported (section 6.8). Since then few
attempts have been made to use an ultrasonic nebulizer,
probably due to the MIP's poor tolerance to the large
amounts of water vapour that can be introduced. Thus in
the case of the MIP, the superior efficiency of the
ultrasonic nebulizer may well be more of a hindrance to
the improvement of operational stability with no benefit
with regard to improved detection limits.

Problems with the long term stability and general
reliability of ultrasonic nebulizers have also been
reported by Boumans and de Boer, 1976 (33) which have
prevented their widespread adoption with ICP's.
Considering the inherent difficulties of operating an
MIP with sample aerosol introduction anyway, additional
problems with ultrasonic nebulizers are better avoided
and by comparison, a pneumatic nebulizer coupled to a

suitable spray chamber is a simple and reliable device.
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l.2.3. Spray Chambers

The design of spray chamber with which the nebulizer
is coupled is critical to the operation of any excitation
source used for the spectrochemical analysis of solutions.
Most pneumatic nebulizers produce large amounts of water
droplets of diameter greater than 10 pm. These are not
atomized in the plasma and it is the function of the spray
chamber to remove such droplets from the aerosol stream.
In recent studies of pneumatic nebulizer performance,
Browner and Boorn, 1984 (34), it has been deduced that the
optimum diameter of water droplet, for introduction into
an ICP, is 5 pm and that the presence of larger droplets
causes significant analyte signal fluctuations and hence
poor analytical precision. In an MIP they also produce
gross positional instability frequently leading to the
extinguishing of the plasma.

In the majority of recently reported studies of MIP's
with sample aerosol introduction, the spray chambers used
have their origins in the double concentric tubular design
(figure l.4a) described by Scott et al, 1974 (35).
Beenakker et al, 1978 (20) used a modified form of this
spray chamber in their studies of an MIP generated in the
TMOlO cavity and used for solution analysis. Dahmen,
1981 (36) also used this type of spray chamber but with
tws aerosol outlets in his investigation of the CMP.

The large internal surface area of the 'Scott' spray
chamber makes it efficient at condensing the larger water
droplets from the aerosol. However, persistence of a
previous analyte signal in the plasma can be a problem

due to water droplets being knocked from the chamber walls
by the action of the aerosol. Removal of the inner tube
has therefore been attemped by many experimenters, e.g.
Ripson and de Galan, 1981 (28) when used with their low

flowrate ICPe.
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A different type of spray chamber (figure l.4b)
has been described by Boumans and Lux-Steiner, 1982 (37)
which has a spherical 'flow spoiler' onto which the
aerosol impinges. The flow spoiler further breaks down
the larger water droplets and also creates a calm area
behind it from which the fine aerosol droplets are lead
to the plasma.

This spray chamber has now been employed in a
commercial ICP system. Variations on this theme in
designs of spray chambers have been used by
a) Kollotzek et al, 1982 (38) in their investigations
into multiple filament MIP's, b) by Feuerbacher, 1981 (13)
in his initial studies of the CMP and c) in the
investigation of an MIP generated in a slab-line cavity

and used for solution analysis (chapter 6).
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l.2.4 Aerosol Desolvation and Dry Sample Introduction
Techniques.

As has been mentioned previously, the MIP operated
at atmospheric pressure in either argon or helium gas is
not particularly tolerant to large amounts of introduced
water vapour. However, the presence of large quantities
of water vapour in the MIP are unavoidable if direct
sample aerosol introduction is required, unless the
aerosol is dried prior to entering the plasma. This
'desolvation' of the aerosol, which significantly reduces
the water vapour loading of the pllasma, was found to be
necessary by Fallgatter et al, 1971 (11) and Lichte and
Skogerboe, 1973 (39). Skogerboe and Coleman, 1976 (40)
reported an order of magnitude improvement in the
detection limits of certain elements in a MIP with
desolvation compared to one without, but the apparatus
did introduce chemical interference effects, observed
when large concentrations of sodium or potassium were
added to the samples,

In their series of investigations of an ICP used
for the simultaneous multi-element analysis of solutions
Boumans and de Boer, 1975 (29) also reported 'desolvation
interferences', In an earlier paper, Boumans and de Boer,
1972 (12) reported 'memory' effects caused by the
persistence of the analyte atoms within the desolvation
apparatus, it taking up to 2 minutes to completely flush
through the desolvator before the analyte signal is no
longer detected in the plasma. This memory effect would
be expected to be worse at the much lower flowrates at

which the I"IP is capable of operating.

26



Some experimenters have avoided these desolvation
problems by using an inherently dry sample introduction
method. Beenakker et al, 1980 (10) and Matousek et al,
1984 (41) both used types of electro~thermal atomizer
(ETA) device for sample introduction into helium and argon
MIP's respectively. Recently Deutsch and Hieftje, 1984
(4) have described a high voltage 'micro-arc' atomizer
for sample introduction into a nitrogen MIP operated at
atmospheric pressure.

Other experimenters have used a vapour phase sample
introduction method. Lichte and Skogerboe, 1972 (42) placed
an arsine generator in the gas supply line to an argon MIP
generated in a quarter wave Evenson cavity (Fehsenfeld et
al, 1964 (43)). Using a similar cavity system Watling,
1975 (44) determined mercury at the pico-gram level

from quartz amalgamation tubes placed in the gas supply
line to the plasma.
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le2.5. Discharge Tubes and Plasma Stability.

The type of plasma containment vessel used has
typically been a plain cylindrical capillary tube
fabricated in either quartz or alumina. The quartz
discharge tube allows the plasma to be viewed radially
but does suffer from corrosion when water vapour is
introduced into the plasma. This occurs primarily
where the plasma attaches itself to the inside wall of
the tube as reported in this work (chapter 6). when
Beenakker et al, 1978 (20) encountered this problem
they change to using alumina discharges tubes, The
opaqueness of alumina tubes was not a problem as the

plasma generated in the TM cavity was viewed

010
axially by the optical measuring system.

The MIP generated using the TM cavity in this

work was found to wander around theoigside wall of the
plain quartz capillary discharge tube used (section 6.7)
and this type of behaviour has been reported by
Kollotzek et al, 1984 (23) who discussed the problem in
their studies_of: single and multiple filament MIP's

generated in the TM cavitye. Their solution was to

010

use a precision mechanism for alighing. the plain

quartz discharge tube to the cavity central axis.
Bollo-Kamara and Codding, 1981 (45) have described

an MIP generated in the TM cavity which used a novel

quartz discharge tube arragégment (figure 1.5). This
consisted of two concentric tubes, similar to an ICP
torch with a threaded insert to create a tangential,
helical flow of the outer plasma support gas. They
report efficient mixing of the sample aerosol introduced
via the centre tube with a 'suspended' filamentary MIP,
possessing good positional stability and since no part
of the discharge actually touches the tube walls,

corrosion is eliminated.
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1.3 Introduction to Plasma Diagnostics and Plasma Models.

A plasma can be defined as a partly ionized gas
consisting of atoms, ions and free electrons. In
studies of various plasmas, including the argon and
helium MIP, a number of plasma models have been proposed
or used to describe the excitation conditions prevalent
between the plasma species. The model considered
appropriate depends on the operating pressure regime
(or more precisely the concentration of electrons per
unit volume) of the plasma.

For an argon MIP operated at atmospheric pressure
most investigations reported in the literature have
proposed explanations of the internal excitation
processes in terms of a 'local thermal equilibrium'
(LTE) model (Tanabe et al, 1983 (46) and Abdullah and
Mermet, 1982 (47)).

A review of plasma models applicable to a range of
high frequency analytical plasmas by van Montford and
Agterdenbos, 1981 (48) does not mention the 'saturation
phase' model first postulated by Fujimoto et al, 1972
(49). Further work on saturation phase models of
various types of plasmas by van der Mullen et al, 1980
(50) and Raaijmakers et al, 1983 (51) have confirmed
their importance especially for atmospheric pressure
plasmas.

Prior to a more specific introduction to plasma
models, a brief introduction to the spectroscopic plasma
diagnostic techniques typically used will be given.

These techniques are discussed further in chapter 5.
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l1.3.1 Plasma Diagnostics.

Formulation of a plasma model to describe the
excitation conditions within an MIP or ICP regquires some
measure of the fundamental plasma parameters. The
parameters most often measured are the density of free
electrons, Nao within the plasma and one or more plasma
temperatures.

Plasma temperatures may conveniently be determined
from the relative intensity of spectral lines emitted by
the atomic, ionic and molecular species comprising the
plasma gas. The scope of applicability of the
temperature determined is, to a great extent dependant
on the state of the plasma and the type of spectra used.

If the relative intensities of a number of argon
spectral lines are measured and a Boltzmann distribution
assumed for the population of excited states in the atom,
then an argon excitation temperature may be determined.

If the plasma is known to be in a state of thermal
equilibrium then this temperature is unique to the entire
plasma system. However, if a state of thermal equilibrium
does not exist then the temperature parameter determined
is applicanrle only to argon. Thus if iron (Fe) was
introduced into the plasma and it's spectra used to
measure a similar excitation temperature, a different
result would be obtained. Measurement of temperatures
from different plasma species is therefore a monitor on
the extent of thermal equilibrium as noted by Kornblum
and de Galan, 1974 (52) in thelr studies of the spatial
characteristics of an ICP.

Alder et al, 1980 (53) report for an argon ICP,
where an excitation temperature was determined from the
relative intensity of 20 Fe spectral lines that 'no unique
excitation temperature for Fe was found'. However,
Uchida et al, 1981 (54), in their study of the spatial
distribution of plasma parameters in an ICP, measured an
argon excitation temperature using only the spectral lines
arising from electronic transitions between the 5p and 4s
excited levels. A similar method was adopted by Tanabe

et al, 1983 (46) in a study of an atmospheric pressure 1P,
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Given the lack of evidence for a state of LTE existing
in such plasmas it is doubtful whether these temperatures
are unique to the systems studied.

A popular method of measuring Ne has been to use the
Stark broadening of spectral lines emitted by the atoms
and ions of the plasma gas. The technigue requires that
the electron density is large enough so that Stark line
broadening is observable over and above the Doppler
broadening of the spectral lines caused by the random
thermal motion of the gas particles and any instrumental
effects.

Allemand and Barnes, 1978 (55) have measured the
electrical impedance of an argon ICP by substitution
with a dummy load and suggest the probability of a 1link
with electron density. This method was used to produce
an electrical model of the ICP for use in the design of
an efficient matching network. The ceometry of most
microwave cavity designs prevents the direct measurement
of the impedance of the MIP. However, Hammond, 1978 (56)
has measured the microwave impedance of a reduced pressure

MIP generated in the slab-line cavity.

le3e2 Plasma Models.

i) The Thermal Equilibrium Model.

when a plasma is in thermal equilibrium every energy
exchange process is exactly balanced by the reverse process
and no energy enters or leaves the plasma region. Therefore
for every absorption of a photon (energy = hv) per unit
time by the plasma atoms, causing an electronic energy level
transition from say, level 1 to 2 there is a corresponding
emission of a similar photon due to an electronic energy
level transition from level 2 to 1. Similarly for non-
radiative collisional energy exchanges, every excitational
transition from level 1 to 2 1is exactly balanced by the

corresponding de-excitational transition from level 2 to 1.
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Collisional energy exchange is said to occur between

dissimilar and similar plasma particles and over a time
scale such that a large number of collisions take place.
Under these conditions the population of excited states

in the plasma is desecribed by the Maxwell-Boltzmann

formula.

n, = (n.gE exp(-E/kT))/Z(T)

where n_, = number of particles with state of energy E
9 = degeneracy of this state
n = total number of particles

Z(T)= partition function, calculated such that
(-]

E : n, =n
E=0 E
T = temperature parameter for the plasma.

When a plasma is in thermal equilibrium the temperature
parameter, T 1s unique to the entire system, ie. it describes

the temperature of the plasma gas atoms, T the electron

GAS?
temperature, Te’ and the distribution of energy in the
excited states of the gas atoms, expressed as the

excitation temperature, TEXC'

ii) The Local Thermal Equilibrium Model

Perfect thermal equilibrium seldom exists anywhere
other than in stellar atmospheres. To achieve such a
state the plasma must be optically 'thick' at all wave-
lengths, ie. all emitted radiation must be re-absorbed
before it can leave the region. Laboratory plasmas,
because of their finite (and usually small) size never
fulfil this requirement, a large part of the emitted
radiation leaves the region unabsorbed. Most laboratory
plasmas do not exhibit a uniform temperature over their
entire extent, therefore at best it would be possible
to regard the plasma as consisting of a number of volume
elements, each characterized by it's own temperature.
However, if the processes of energy loss, eg. by radiation
and energy gain by the action of an external fielc on the

plasra particles is small compared tc the total energy of
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the system then a state of 'local thermal equilibrium®
(LTE) is said to exist (Montford and Agterdenbos 1581 (48))
in the separate volume elements of the plasma. For LTE
to exist the collisional energy exchange processes between
the particles (but not between the particles and the walls
of the containing vessel) must dominate the plasma and
therefore a sufficiently high particle density needs to be
maintained (Griem, 1964 (57) ). In such a plasma there
is an ionization-recombination equilibrium between the
ground state of the ion and the excited and ground stctes
of the neutral atom. This is often referred to as

"Saha equilibrium",

iii) The Partial Local Thermal Equilibrium Model.

In some plasma, the radiative de—excitatioﬁ of
certain energy levels may so dominate their collisional
de-excitation due to a reduced impact cross-section for
collisions with the plasmas free electrons, that not even
a state of LTE exists (van der Mullen et al, 1980 (50) ).
This situation normally occurs for energy levels with
large radiative transition probabilities near the grcund
stcte of the atom and they are said to be below the 'thermal
limit"'. However, for energy levels above this limit the
distribution of energy may still be described by " Saha
equilibrium" and Maxwell-Boltzmann statistics still apply.

A plasma in such a state is said to be in partial LTE (pLTE)
(Raai jmakers et al, 1983 (51) ).

With a plasma in pLTE it is then only possible to
consider thermal equilibrium for groups of plasma particles
or systems and there is no longer one unique temperature
parameter. Plasma temperatures determined will therefore
depend not only on the plasma species used for the

measurement but also on the precise energy levels used.
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iv) The Radiative Ionization Recombination Model.

The radiative ionization recombination (RIR) model
was originally proposed by Schluter, 1963 (58) and Drawin,
1966 (59) to explain the excitation conditions in a low
pressure, high frequency plasma. Compared to an
atmospheric pressure MIP, the electron density in such a
plasma is greatly reduced and the radiative de-excitation
of the excited atomic states dominates over the collisional
de-excitation process, i.e. the converse of LTE type plasmas.

In such a model, there are postulated to be two groups
of electrons both possessing Maxwellian velocity distribu-
tions but characterized by different temperatures. The
ionization process is attributed to a high energy, low
density group of electrons and the radiative recombination
process to a low energy, high density group of electrons.
The plasma is sustained by this ionization/xecombination
equilibrium.

Investigation of the fundamental properties of a
reduced pressure, 1 to 34 mbar argon MIP reported by Busch
and Vickers, 1973 (60) were based on the assumption of a
RIR model of the plasma. The RIR model has also been
compared to an LTE model with regard to explaining the
excitation conditions in a low pressure, 0.l to O.7 mbar
mixed gas MIP reported by Brassem et al, 1976 (61) and
1978 (62).

v) The Saturation Phase Model.

The existence of 'saturation phases' has been
postulated in a positive column hydrogen discharge by
Fujimoto et al, 1972 (49) and in a positive column argon
discharge by Tachibana and Fukuda, 1973 (63) and a
'‘collisional-radiative' (CR) model has been used to explain
the excitation processes in such plasmas. The CR model
involves a general formula which includes 'rate coefficients’
to describe the relative importance of the collisional and

radiative parts of the excitation process.
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In the transition from radiation to collision
dominated plasmas (as the electron density increases),
the population of the higher excited states in the atom
become collision dominated well before the establishment
of the Saha equilbrium characteristic of LTE type plasmas
(van der Mullen et al, 1980 (50) ). In the case where
the lower excited atomic states are still radiation
dominated, a 'quasi-saturation phase' is said to exist,
but as all the excited levels become saturated a
'‘complete saturation phase' is reached (Raai jmakers et
al, 1983 (51) ).

In the complete saturation phase the plasma is
entirely collision dominated, but instead of the
ionization-recombination equilibrium found in LEE type
plasmas, the dominant excitation mechanism in the complete
saturation phase postulated by Raai jmakers et al, 1983 (51)
is a 'ladder like' excitation and de-excitation to and

from adjacent excited levels,
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Chapter 2. Introduction to the Microwave Aspects of the MIP.

201 Microwave Cavity Review.

Prior to 1976 most reported studies of MIP's were
undertaken using one of the cavity types described by
Fehsenfield et al, 1964 (43) who compared the performance
of most of the cavity designs then available. Of these,
the three cavity designs which subsequently became most
widely used are illustrated in figure 2.1. All
microwave cavities described here have been designed to
operate at 2.45 GHz.

In the 3 A /4 Broida coaxial cavity (figure 2.1la),
the inner conductor is 'foreshortened' to provide a
capacitive load for the cavitye. The plasma is contained
in a discharge tube positioned along the axis of the
inner conductor and is created in the gap between the end
of the inner conductor and the end wall of the cavity.

The far end of this coaxial resonant cavity is terminated
in a short circuit and microwave energy is coupled into it
at a point A /4 away. The usual coaxial transverse
electro-magnetic (TEM) mode of excitation is dominant.
Tuning is accomplished by varying the length of the gap
using the threaded tuning stub. Since usually the plasma
would be confined within the cavity it is necessary to cut
an aperture in the outer conductor to permit radial viewing
of light emitted from the plasma. This aperture behaves
as a waveguide below cut-off so that no radiation is lost
from the cavity.

The 3 XN /4 Broida cavity is supplied commercially
by Electro-Medical Supplies (EMS) as the type '210L'. A
modified version of this cavity, with reduced dimensions
to accomodate smaller diameter discharge tubes and with
water cooling jackets provided on the outer conductor is
also supplied by EMS as the type '215L'.
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The A /4 Evenson cavity (figure 2.1b) is another
coaxial resonant cavity where the TEM mode of excitation
is the dominant mode, The discharge tube is positioned
transversly to the inner conductor and unlike the 3 X\ /4
Broida cavity, the gap in the inner conductor is of fixed
length. The open structure of the X\ /4 cavity permits
greater flexibility in viewing light emitted by the plasma
but the penalty for this would appear to be a high level
of stray microwave radiation as intimated by Haarsma et
al, 1974 (64). Hammond, 1978 (56) suggested that the
supposedly efficient energy coupling into this cavity
reported by Fehsenfield et al, 1964 (43) may in fact be
due to the energy being radiated away from the cavity and
not actually coupled into the plasma.

The A /4 cavity has nevertheless been successfully
employed for the excitation of MIP's at reduced pressure
by Brassem and Maessen, 1974 (65) and Avni and Winefordner,
1975 (66). With some minor modifications Lichte and
Skogerboe, 1973 (39) used it to produce an atmospheric
pressure MIP with direct sample aerosol introduction. The

A\ /4 Evenson cavity is also supplied commercially by EMS
as the type '214L°'.

Figure 2.1c illustrates one of the early cavity
resonators used for the excitation of MIP's. The tapered

rectangular cavity operates in the TM waveguide mode of

excitation, Despite it's large sizeoii can be conveniently
alighed. to a discharge tube without, for example
disturbing any vacuum system which might be connected.
Although not necessarily recommended by Fehsenfeld et al,
1964 (43) for use at high pressures, this cavity has been
used to generate an atmospheric pressure argon MIP with
sample aerosol introduction by Kawaguchi et al, 1972 (32).
Falgatter et 31, 1971 (11l) generated a similar MIP using
a commercial tapered rectangular cavity supplied by
Raytheon.

In 1976, Beenakker (2) described a cavity, operated
in the TMOlO

used to support both argon and helium MIP's at atmospheric

waveguide mode of excitation, which could be

pressure, This cylindrical cavity (figure 2.2a) is
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similar to the foreshortened A/4 radial cavity described
by Fehsenfield, 1964 (43). The plasma containment tube
is placed in the centre of the cavity in the position of
maximum electric field strength.

Beenakker, 1977 (17) showed the ™510 cavity to be
capable of supporting atmospheric pressure helium MIP's
for use as element sensitive detectors in gas chromatography
and argon MIP's used for spectrochemical analysis of
solutions, Beenakker et al, 1978 (20).

Fairly extensive modifications to the TMOlO cavity were
suggested by van Dalen et al, 1978 (67) whereby the
inductive coupling loop input is replaced by a capacitive
antenna fabricated from part of a )\ /4 Evenson cavity
and the brass tuning screws are replaced by dielectric rods
within the cavity. This is said to give better energy
coupling into the cavity and improved tuning performance,

The TMOlo cavity has become widely adopted for studies
of reduced pressure MIP's (Goode et al, 1985 (68))
atmospheric pressure MIP's (Tanabe et al, 1983 (46)) and
as an element selective detector in gas chromatography
(Carnahan et al, 1981 (69)). Bollo-Kamara and Codding,
1981 (45) used a 510
pressure MIP contained in a dual gas flow discharge tube.
Kollotzek et al, 1984 (23) used a modified ™10

in their studies of atmospheric pressure filamentary

cavity to support an atmospheric

cavity

argon MIP's for use in the spectrochemical analysis of
solutions.

Hammond and Outred, 1976 (70) developed a slab-line
cavity (figure 2.2.b) which was designed for excitation
of the 1lst ionised spectra of inert gases in reduced
pressure electrode-less discharge tubes (EDT). The slab-
line cavity was comprised of a low impedance co-axial
transmission line section feeding directly into a high
impedance cavity section. The cavity section used two
parallel plates as the outer conductor and had a cylindrical
inner conductor. The very open structure of the slab-line
cavity permitted radial viewing through the side wall of the

EDT with little danger from stray microwave radiation.
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In 1981, Feuerbacher (13) and Dahmen (36) described
a capacitively-coupled microwave plasma (CMP) operating
in nitrogen or nitrogen/argon mixture at atmospheric
pressure and used for the analysis of solutions by optical
emission spectroscopy (OEB). The CMP (figure 2.3a) is
similar to the MIP generated in the 3 A /4 Broida cavity
described by Fehsenfeld et al, 1964, (43) but instead of
being contained in a glass capillary tube the plasma is
formed in free air at the tip of a gold electrode and is
stabilized via an annular flow of nitrogen gas. The CMP
is thus operated in a similar way to the ICP and therefore
avoids the problems of discharge tube corrosion which
traditionally cause difficulties when viewing the MIP
through the wall of the containment vessel.

A very different type of plasma generator, which 1is
not necessarily a resonant cavity has been described by
Hubert et al, 1979(71) and Darrah, 1979 (72). This is
a surface wave device known as a ‘'surfatron' (figure 2.3Db)

but has only found limited use 1n plasma spectroscopye.
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Currently there is a great deal of concern about the

levels of stray radiation to which the operators of
microwave equipment are exposed. Considering the thermal
effect of microwave radiation alone, the USA and UK
recommend 10 mwWw cm-2 as a safety limit. However the USSR
set a safety limit 1000 times more stringent at 0.0l mW cm_

following studies on the biological effect of microwave
radiation.

2

There are many situations in the use of MIP's where
stray radiation may occur. It has already been suggested
that the )\(4 Evenson cavity has a significant stray
radiation problem due to it's very open structure. Outred
and Howard, 1978 (73) report for the 3 A /4 Broida cavity
fhat provided the plasma does not extend outside the
confines of the cavity, nor completely fill the entire
length of the discharge tube, stray radiation is minimal.

As already mentioned the slab-line cavity, despite
it's very open structure produces very little stray
radiation. With a dry argon plasma load the slab-1line
cavity was found to emit no measurable stray radiation.
However, when loaded with an MIP saturated with water
vapour, introduced via the nebulizer, the slab-line cavity
was found to emit significant and very directional levels
of stray radiation. At most angular positions in front
of the open end of the slab-line cavity this stray radiation
was at a level of 2 mwW Cm-2 or less, measured at a distance
of 5 cm from the cavity. However a strong 'lobe' at a
level of 40 mW cm_2 was measured along a path parallel to
the axis of cavity inner conductor.

In this work, orientation of the experimental apparatus
prevented the stray radiation becoming a health hazard but
screening of the optical system electronics was required
to prevent interference. The level of stray radiation
emitted was also found to be directly dependent on the

amount of water vapour introduced into the“MIP.
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262 Transmission Line Theory Applied to the Design
of a Microwave Cavity.

A full description of a microwave cavity, of the type
used to generate an atmospheric pressure MIP involves the

geometrical shape of the cavity, wall losses and the method

of coupling energy into it. Consideration of these three
factors simultaneously presents the cavity designer with a
formidable problem to solve. The problem may be simplified

by applying the exact mathematical treatment to a lossless
cavity, the electric and magnetic field patterns within this
cavity determined and then the wall losses and the input
coupling method used can be introduced as causing perturba-
tions of the original field patterns. Such an approach

to cavity design was described in general terms, by Slater,
1952 (74). Even with such an approach, however, the
mathematical treatment of the cavity is still complex and

it is not always easy to identify the parameters required

to optimize the design.

An alternative, and very much simpler approach is to
describe the cavity in terms of an equivalent tuned circuit
comprising discrete inductances, capacitances and
resistances. Unfortunately this equivalent circuit is
often so far removed from the physical reality that the
cavity is seldom adequately represented.

Hammond, 1978 (56) adopted an approach, described
briefly by Ramo et al, 1965 (75) which is mid-way in
complexity between the detailed mathematical treatment and
the oversimplified equivalent circuit analogy of the cavity.
In this the tavity is treated as a section of transmission
line, A /2 long and terminated at each end by a short
circuit. The transmission line carries two waves,
propagating in opposite directions along the cavity axis
which, with multiple reflections from the short circuited
ends of the cavity produce a standing wave with an electric
field maxima at the cavity centre. For cavity structures
of this type, where the cross section normal to the axis

is constant, longitudinal symmetry is said to exist.
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The coupling of energy into the cavity is
accomplished by assuming that one of the short circuits is
partly transparent, At the frequency of 2.45 G Hz at
which the cavity is operated, this partly transparent
boundary was conveniently represented by a set of scattering
(S) parameters. The use of S parameters to describe the
reflection and transmission of energy at the boundaries
of a general two port network are described in appendix Al.
Wall losses within the cavity are accounted for by extending
the analysis to include not only the S parameters of the
boundary(s) but also the transmission (T) parameters for
the lengths of cavity sections which are dependent on the
finite conductivity of the (brass) material used in the
cavity construction. For cavity structures of this type
possessing longitudinal symmetry, the electric and magnetic
components of the travelling waves within the cavity may be
conveniently expressed in terms of equivalent voltage and
current waves. This allows use of the well known
transmission line equations to be used in the analysis of

the cavity.
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Ceod 1ne scattering Parameter Representation of the
Slab-line Cavity.

A full discussion of Hammond's design procedure for
the slab-line cavity is given in his thesis (Hammond, 1978
(56)) but since the microwave impedance of the atmospheric
pressure MIP is to be determined it is necessary to outline
the general approach and explain how the S parameters are
used to evaluate the plasma impedance.

Feed Section Cavity Section
1 o v —_— 2 [
by e— | — D,
2c
\ 1 =A/2 \
A B

Figure 2.4 The A/2 Slab-line Cavity.

In the basic configuration of slab-line cavity
shown in figure 2.4 the short circuits A & B terminating
each end of the cavity section are A/2 apart where A is
the wavelength of the excitation energy. The inner
conductors have been omitted from figure 2.4 for the sake
of claritye. On either side of the partially transparent
boundary A, where energy is coupled into the cavity there
exists the normalized incident and reflected voltage like
waves a, and b, (in the feed section) and a, and b2
(in the cavity section). As for the general two-port
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network (see Appendix A1), a set of S parameters may be
defined for this boundary by

by = 87931 + 5453,

b2 = S.,.,a, + S

2191 a

2272

The wave as, incident on the partially transparent
boundary A is produced by reflection of wave b2 from
boundary B. The relationship between a, and b2 may thus
be established if the behaviour of travelling waves inside
the cavity is considered. On any transmission line the
change incurred in a wave, @ travelling through a distance

1l is expressed in terms of a propagation coefficient, X
ie.

Fly) = F(x) e ¥t

where Yy » a complex quantity is given by

§ = v 38

where o is the attenuation coefficient and‘;? the
phase coefficient for travelling waves on the line. The

value of/g is given by

B = 2T/ A

If it is assumed that boundary B of the slab-line cavity
is lossless, ie reflection coefficient = -1 then the
relationship between ay and b2 may be established

namely,

a, = -b2 e'-2(°c +jﬁ)l

For the cavity considered 1 = A/2 therefore the second
term in the exponent vanishes since e 2381 pecomes e23
which equals unity. The expression then simplifies

to

e-2a:1

a, = -b,
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An input reflection coefficient QIN as seen at the
boundary A was defined by

= - _ 2001
C1n = P1 =511 - 5,,5,; e

a1 1 + 522 e

-2l

Furthermore, these equations also give an expression for
the voltage at the centre of cavity, Vc by

ocl/2

. . -ocl/2
V. = jase - Jb2 e /

o
which, when expressed in terms of the incident voltage is
defined by Hammond 1978 (56) as the unloaded resonant

cavity gain, GOR given by the equation

G =

OR Voltage at Cavity Centre

Incident Voltage
The value of GOR may then be calculated from the S parameters
by

-ocl/2 ocl

(1 + e )
-2ecl l

G =

orR =|~3521 ©

1 + 522 e

The unloaded gain of the slab-line cavity is determined

taking full account of the energy coupling considerations
via the S parameters and energy losses in the cavity
through oc.

The effect of cavity tuning, where the length is not
equal to A /2 may be illustrated by recalculating the

above equation using the full relationship between a, and

2
b2, ie. .
a. = —-b e—2(o¢+ 3/9)1
2 2
The expression for GOR then becomes
—(cc+ jB)1/2 _ o—(ee+ 3 B)1
1+ S e-2(°c+ J/B)l

22
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Cavity tuning may therefore be affected either by variation
of 1 or A. The slab-line cavity is tuned, and hence the
value of GOR maximised when 1 = A\/2. The voltage
subsequently developed across a load placed at the cavity
centre is thus considerably greater than the voltage
incident upon the cavity.

A slab-line cavity comprising two short circuits
separated by a distance of A\/2 is not, however the final
configuration adopted by Hammond. He notes that the
cavity tuning conditions are also met if boundary B is
an open circuit placed at a distance A/4 away from
boundary A. Essentially similar expressions for GEN and
GOR may be then calculated as previously described.
Although design of the open circuit boundary must be
carefully considered to prevent leakage of radiation and
spurious modes of excitation being set up with the cavity
the benefits are considerable. The shorter length means
that there are less electrical losses in the cavity
Sstructure. The unavoidable 'fringing' electric fields
at the open circuit boundary do however necessitate the
fine tuning of the cavity (section 4.1), but since the
electric field maxima occurs at this position it is an
ideal place to position the quartz discharge tube
containing an argon MIP. Light emitted from the plasma
may then be viewed from a number of different angles by
some optical measurement system, including radially
through the wall of the quartz tube, since the cavity is
completely open. Figure 2.5 1llustrates a possible

arrangement of the A/4 slab-line cavity used with an MIP.
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Figure 2.5 Schematic Representation of the A/4 Slab-line Cavity.




Expressions for loaded cavity gain and input
reflection coefficient may be calculated as previously
done for the unloaded cavity. In the case of the
input reflection coefficient it is a simple matter to
extend the previously used expression to include the

effect of the load reflection coefficient, QI‘ie

O = S11751251 0re .
1 + 522 PLe-chl

Measurement of the modulus and argument
b IN g

-20c 1

of
the cavity input reflection coefficient thereforiN
enable the value of the plasma load impedance to be
determined (section 4.3). Knowledge of the S parameters
is, naturally also required and these are determined by
the physical structure of the slab-line cavity. In the
simplest analysis of the A /4 slab-line cavity, assuming
it to be a reciprocal and lossless network (Appendix A1),
the number of independent parameters 1is reduced and the

normalized scattering matrix can be shown to be

.

2 . ]
Zf - ZCZO —_]22f /ZCZO
2 2
Z + Z_7Z Z + Z 2
N
S = =
521 522 —j 272 ’Z Z 2 2 - 2 2
f cTo f o]
2 2
_Zf + ZCZo Zf + 2 ZO

where the impedances ZC and Zf are those previously
defined for the cavity and feed sections of the slab-~
line cavity and Zo is the impedance of the transmission
line carrying microwave power from the generator to the

cavity.
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Chapter 3. Spectroscopic Instrumentation.

The following sections describe the construction
and use of the optical system for making spectroscopic

measurements on the MIP.

3.1 Configurations of MIP Investigated.

Two types of atmospheric pressure MIP have been
investigated using the slab-line cavity described by
Hammond and Outred, 1976 (70), the dry argon MIP and
the argon MIP incorporating sample aerosol introduction.

The TM cavity described by Beenakker, 1976 (2) was

also ugig to generate an argon MIP with sample aerosol
introduction.

Both types of MIP were operated on industrial grade
argon from a normal British Oxygen Company cylinder.
Figure 3.1 illustrates the gas supply apparatus used to
support the dry argon MIP. A pressure of 1.5 to 2.0
bar was set on the cylinder regulator, the large pressure
differential across the needle vaive ensuring that the
MIP was operated at atmospheric pressure, The flow-
meters were calibrated accordingly.

The cold trap was used to remove the majority of
the impurity water vapour present in the argon and so to
determine any effect on the plasma excitation conditions
as reported in chapter 5. The cold trap was fabricated
from a length of coiled copper tupe which, when required,
was immersed in a dewar flask containing a solid C02/
acetone mixture at a temperature of -BOOC. Measurement
of the intensity of OH molecular and atomic hydrogen
spectra indicated that the cold trap removed 80% of the
water vapour from the argon.

The additional items of equipment used to affect
direct sample aerosol introduction into the MIP are
described in section 6.3.

When the MIP was generated in the slab-line cavity
the quartz discharge tube was placed at a position of
maximum electric field strength in one of the

configurations shown in figure 3.2.
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Figure 3.1. Gas Supply Apparatus for
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Figure 3,2 Configurations of the MIP Generated in the

Slab-line Cavity.
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The dry argon MIP formed when configuration B was
used typically comprised a number of plasma filaments
positioned around the inside wall of the quartz tube.
These filaments were prone to positional instabilities,
which made spectroscopic measurements somewhat difficult.

It was found to be preferable to use configuration
A, when a stable dry argon MIP was formed which filled
almost the entire cross-section of the discharge tube
and to a varying length depending on the net microwave
input power used.

When the sample aerosols were introduced into the
MIP it proved to be impossible to reliably sustain a
plasma using configuration A. This is probably due to
the large amounts of water vapour in the gas absorbing
energy from the microwave field within the cavity and
detuning it to a point where the energy density was
insufficient to maintain the MIP. However, the
filamentary plasma formed when configuration B was used
became a single stable filament within the discharge tube.
Optimum microwave input power conditions were found,
using the double stub tuner (section 4.2) with the MIP
either occupying the entire length of the discharge tube
or the top half only, between the end of the inner
conductor and the top cavity plate (figure 3.3). In the
latter mode of operation it was found that the MIP could
be reliably maintained, for periods up to 10 hours using
argon flowrates of 0.1 and 1.0 lmin—1 and sample uptake
rates between 0.5 and 1.5 ml min T. Tolerance to
introduced sample aerosol was improved by the use of a
2 mm internal diameter discharge tube.

Except for some initial investigations, 1light from
the MIP generated in the slab-line cavity was always
viewed radially through the wall of the quartz discharge
tube. With the discharge tube vertical, this was found
to be more convenient to image a given length of plasma
onto the vertical entrance slit of the monochromator
(section 3.3) than the spot image formed when the light
was viewed axially. In addition, radial viewing provided
the opportunity to investigate spatial variations of the
plasma parameters and to locate the optimum viewing zone

for spectrochemical performance (section 6.5.1).
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Figure 3.3 Plate of Analytical Argon MIP Generated
in the Slab-Line Cavity.
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The TMOlO cavity used to support an argon MIP with
sample aerosol introduction was constructed in the
development model-shop of Pye-Unicam Ltd., to an
engineering drawing (appendix A2). The cavity depth
could be set to either 6 or 10 mm depending on which side
plates were bolted to the main structure.

The discharge tube was positioned in the centre of
the cavity (figure 3.4) with it's end flush with the
side plate as recommended by Beenakker et al, 1978 (20).
The plasma formed attached itself to one part of the
tube's inner wall and typically extended the full depth
of the cavity but not beyond it.

Microwave power was coupled into the cavity using a
modified UHF connector terminated with an inductive
coupling loop (appendix AZ2). The connector was clamped
into the cavity such that the plane of the coupling loop
was perpendicular to the lines of magnetic flux
circulating around the cavity, thus maximizing energy
transfer, Special care was taken to ensure a constant
50 1 impedance throughout the length of the UHF connector
to avoid the overheating problems reported by Van Dalen
et al, 1978 (65) and to maximize energy transfer into
the cavity.

It proved to be difficult to reliably maintain the

MIP in the 10 mm deep TM cavity for even short periods

with the 0.5 cm2 couplinglgoop initially used. However,
increasing the loop area to 1.5 cm2 mostly cured this
problem, Maintenance of the MIP in the 6 mm deep TMOlO
cavity was even more unreliable and with limited space
available, only modest increases in the coupling loop

area were possible without it extending well into the
centre of the cavity and causing spurious modes of
excitation. In practice it proved to be impossible to
achieve the reliability obtained with the 10 mm deep
cavity, with which, therefore all subsequent spectroscopic

measurements for the TMOlo cavity MIP were made.
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It was observed that over a period of 2 to 3 hours
the plasma would wander about the inner wall of the
discharge tube. This tendency could be minimized by
carefully positioning the discharge tube 'off cavity axis’',
exploiting the clearance in the cavity side plate holes.
Thus one part of the discharge tube inner wall was then
nearest to the position of maximum electric field in the
cavity, where the plasma presumably preferentially
attached itself.

The closed structure of the TM cavity meant that

010
light from the MIP could only successfully be viewed

axially down the length of the discharge tube.

60



3.2 Description of Entrance Optics and Calibration Lamp.

The schematic diagram of the optical system used for
making spectroscopic measurements on the MIP generated in
the slab-line cavity is shown in figure 3.5. Table 3.1
lists the equipment employed with the exception of the
data recording devices (section 3.6).

Light from the MIP was imaged onto the entrance slit
of the monochromator by the simple 10 cm focal length
quartz lens, Li via the front silvered mirror, Mi.

Object and image distances were chosen to give an enlarged
image of the MIP on the entrance slit with a magnification
of 1.5. With this arrangement the internal optics of

the monochromator itself were optimally filled when an
entrance slit length of 1.2 cm was used.

In order that relative spectral line intensity
measurements could be made over the wavelength range
300 to 800 nm, the instrument response function, denoted
H(A) (section 3.7) was determined using the tungsten
ribbon filament lamp. Light from the filament lamp was
imaged onto the entrance slit of the monochromator when
mirror -Mi was rotated through 90°. H(A) was therefore
determined using identical entrance optics to those
employed for measurements on the MIP itself.

After a correction for the surface emissivity of
tungsten, the filament lamp is essentially a black body
radiator with a spectral output described by the Planck
radiation formula. Filament temperature, calculated from
the DC filament current using data supplied with the lamp,
therefore uniquely defined the actual spectral output of
the lamp, enabling H(A) to be determined. Relative
spectral intensity measurements were unaffected by the
transmission coefficient of the quartz window since this
is constant over the wavelength rance considered.

When 1st order spectral lines with wavelengths greater
than 50C nm were scanned, an 0Y4 filter (Chance Pilkington)
was placed between Li and the entrance slit to eliminate
2nd order spectra from the monochromator grating. H(N)
was directly compensated for the 10% attenuation of this
0Y4 in its pass band by using the filter also during

calibration of the optical system.
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cavity except that mirror Mi was

omitted, and the cavity placed on the axis of the optical

system as shown in figure 3,6.

Since light from the MIP

is viewed axially down the length of the discharge tube

the image formed on the monochromator entrance slit is a

spot of approximately 1 to 2 mm diameter.

The slit

length was therefore reduced to a value just greater than

the extent of the MIF image to reduce the effect of stray

light.

In order to ensure that the same entrance optics

were used when taking either spectral line scans of the

MIP or a system calibration it was necessary to remove

the TM

010 cavity and replace it with the filament lamp.

Scanning
Monochromator

Grating

PMT

PMT Power
Supply

D.V.M.
Filament Lamp
Power Supply

Tungsten Ribbon
Filament Lamp

Optical Bench

Ebert Mounting

0.8 metre focal length
200-880 nm

Reciprocal Linear

Dispersion = 1.1 nm. mm™

1200 Rule Grooves mm
Active Area 8x7 cm

Type 9558 B:

11 Dynodes:

52 mm Diameter Cathode
with S20 response

Type 532A:
0 - 2 kV

Type 169

DC: 8V: 6A:
Stabilized

W2KG v1l

Filament dimensions
= 1 x 10 mm

Quartz Window

= 93% transmission

between 300 and 800 nm
Time for stable filament

temperature = 20 mins.

Philips Scientific
& Industrial Inst.Ltd.

Thorn EMI
Electron Tubes
Division.

Isotype Developments
Ltd.

Keithly Electronics
Ltd.

Farnell Inst. Ltd.,

Philips Electrical Ltd.

Precision Instruments
Ltd.

Table 3.1

Equipment used in the Optical System.
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3.3. The Monochromator and it's Operation.

The optical system was mounted on a dexion metal
framework, one half of which carried the optical bench
and the entrance optics components. The other half,
bolted to a laboratory bench for additional support
carried the Ebert scanning monochromator, loaned by
Pye-Unicam for the duration of this work. The
specifications of the monochromator may be found in
table 3.1.

The monochromator's illuminated wavelength scale,
reading from 170 to 880 nm, was accurate to within
©.5 nm of the true air wavelength over the entire range
but for greater accuracy the scale was calibrated using
the spectrum emitted by the argon MIP.

All spectral line scans were started at a sufficient
distance from the line centre so that the mechanical
backlash in the drive gears was always taken up and the
spectral background intensity was adequately recorded.
Where possible, reversal of the scan direction :was
avoided so that additional backlash was not introduced.

The couvled entrance and exit slits were simultaneously
adjusted via one micrometer drive. In this work, equal
entrance and exit slit widths of 0.012 and 0.0C26 mm
were used.

For first order spectra from the grating, assuming
normal incidence, the reciprocal linear dispersion of the
monochromator is approximately 1.1 nm mm-l. For an
entrance slit width of 0.026 mm this equates to an
instrument bandpass (section 3.8) of 0.029 nm. Measured
values of bandpass were somewhat larger than this, 0.032 nm
from a scan of the 632.0 nm line emitted by a 400 mW He-Ne
laser and 0.035 nm from a scan of the 415.89 nm Ar I line,
emitted by the MIP. Both these lines were assumed to be
significantly narrower than the instrument bandpass itself.
The values of instrument bandpass measured using the He-Ne
laser were felt to be more reliable than the theoretical
values and consequently were used in calculations of
electron density from the Stark broadened %, spectral

line (section 5.4.1).
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The process of measuring H(A) requires that with no
light entering the entrance slit of the monochromator,
there is zero electrical output registered on the digital
voltmeter. To satisfy this zero light requirement
certain modifications were necessary to reduce the
sensitivity of the monochromator to 'stray light' which
enters the entrance slit off axis and the monochromator
and PMT enclosures directly through small gaps. The
monochromator enclosure itself was found to be reasonably
light tight but it was necessary to renew the sponge sealing
tape between the two parts of the PMT enclosure, sealing
all entrance holes with suitable gromments and tape.

A severe problem was encountered whereby light
entering the slit enclosure from the source used was
reflected directly across to the aperture which passed
light from the exit slit to the PMT enclosure, ie.
completely bypassing the monochromator itself.

This 'crosstalk' between the slits produced a larger
electrical output signal than that obtained from the UV
emissions of the tungsten filament lamp itself, so
corrupting H(A). An inspection of the internals of the
slit mechanism revealed little attempt on the part of the
manufacturers to control this crosstalk which was
subsequently and dramatically reduced by the construction
of a blocking wall, made of high density sponge tape
between the slits. Further reductions in crosstalk were
made by spraying polished internal components with matt
black paint. To block any other stray light entering,
all apertures in the slit housing were taped over when
not in use.

The resultant sensitivity of the spectrometer to
stray light was then checked to ensure that the zero
light condition could be achieved. A 6 W tungsten
filament lamp was focussed onto the entrance slit of the
monochromator. For a DC amplifier gain of 5, PMT supply
voltage of 790 V, slit width of 0.026 mm and length of
l.2 cm, a total stray light output signal of 1.0 mV was
measured at a monochromator wavelength setting of 350 nm

when an OYl filter was placed in the filter holder to
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eliminate wavelengths less than 500 nm. When the exit
slit was blanked off from inside the monochromator the
output signal fell to 0.0 mV confirming that all stray
light was passing through the monochromator itself.
When a 240 V, 60 w inspection lamp was critically aimed
at close range on the entrance slit to maximise any
remaining crosstalk between the slits the output signal
rose to 0.2 mV.

Secondly, with the OY1l filter and internal exit
slit blank removed, a black suede screen was placed
directly in front of the grating inside the monochromator.
For the same instrument parameters as in the first check,
a total stray light output signal of 1.0 mV was adain
observed and this remained constant to within ¥ 0.1 mv
between 800 and 200 nm, illustrating the independence
of the stray light on the wavelength.

Finally, with the grating unblanked but with the
entrance slit completely blocked off with black tape the
inspection lamp was shone on the spectrometer at close
range and from various critical angles yet with no chanoe
in the output reading, confirming the total insensitivity
to strong ambient lighting.

When H (A) was determined, a DC amplifier gain of 1
was required in order to fit the response curve within the
maximum range of the digital voltmeter and therefore the
maximum stray light output signal that was observed under

zero light conditions was 0.2 mV at all wavelengths,
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3.4 The Photomultiplier Tube.

The EMI type 9558B photomultiplier tube (PMT) was
housed in a two piece enclosure, mounted vertically over
the exit slit of the monochromator. Light from the exit
slit was reflected onto the PMT's photo-cathode using a
small front silvered mirror mounted in the base of the
enclosure at 45° to the monochromator axis. The
enclosure halves were sealed together using high density
sponge tape to prevent light entering as described in
section 3.3.

The photo-cathode of the 9558B PMT has an "S20"
response, which in conjunction with a boro-silicate
window permits useable operation between 300 and 800 nm.
Investigation of most spectral features of the argon MIP
was therefore possible, from the OH molecular spectra at
the UV end of the visible spectrum to the near IR atomic
argon spectral lines, Use of the UV spectral lines of
some introduced analyte species was precluded since a
variant of the PMT, the 9558GB with extended UV response,
was not available.

The dynodes of the PMT were biased using the resistor
chain circuit shown in figure 3.7. Since the anode of a
PMT can be considered as an almost ideal current generator,
the output current is independent of the value of load
resistor used. Choice of the latter is then primarily
dictated by the matching of the PMT output signal to the
input range of the data recording devices used. It was
found that the range of signal amplification provided by
the DC amplifier (section 3.5) could best compensate for
the range of emission strengths of the MIP spectral
features investigated when a PMT load resistor of 67 kn
was used.

When a monochromator entrance slit width of 0.013 mm
was used the PMT operating voltage was set to 940 volts.
However, it was found that if the PMT was operated at
790 volts, the wider entrance slit of 0.026 mm gave more
tharn adequate signal gain for the spectral features
studies with the benefit of improved quality of the output

spectral line data due to reduced PMT noise.
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After an earlier spectroscopic study had shown that
alteration of the supply voltage to vary the PMT
response was unreliable, due to the finite time required

for stable PMT operation to be re-established, it was

decided to leave the PMT permanently energised at either
940 or 790 volts.
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Light Dynode Chain Current = 2 mA

Figqure 3.7

PMT Dynode Biasing Circuit.
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3.5 The DC Amplifier.

The schematic diagram of the DC amplifier, used to
amplify the signal voltage developed across the PMT load
resistor is illustrated in figure 3.8. The high impedance
operational amplifier input stage provides variable signal
integration giving immunity from PMT noise. The parallel
voltage follower buffers the input stage from the
amplification stage, which uses an active feedback device
to control it's gain. The final stage comprises of a
voltage follower with a multiturn potentiometer to adjust
the DC offset of the output. This facilitates setting
the baseline level on the pen chart recorder (section 3.6.1).

The 'OP-AMP' Cookbook by Jung, 1976 (76) proved
invaluable when designing this DC amplifier, which uses
many of his suggested circuits.

The gain of the amplification stace is given by the
ratio of the decade resistance box, R_ to the fixed

F
10 ki resistor R.. R, was arranged in decades of

loknn, 1 kn, 108:1, lgll and 1l providing variable gain
from x1 to 1l1l.1 in steps of 0.0l. When RF was reduced
below 10 kN, the amplifier acted as a calibrated
attenuator. This was particularly useful for the-more
intense spectral features. The limit of attenuation
was 0.22 below which the output oscillated at a frequency
of approximately 700 kHz. For a given gain, G the
output voltage Vg is linearly related to the input
voltage V., i.e.

V.= G.V
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The equipment illustrated in figure 3.9 was used
to determine the range of input voltages for which this
relationship was satisfied. With an amplifier gain of
xl and minimum integrator time constant, the peak to peak
amplitude of the square wave output from the signal
generator was increased from zero to 4 volts in convenient
increments and at each setting, V
the CRO.

The resultant calibration curve for the amplifier

is illustrated in figure 3.10 which shows the linear

1 and VO were noted using

response over the range of input voltages tested, with a
slight departure from true linearity for input voltages
greater than 200 mV,. However, this 'dynamic range' was
more than adequate for the maximum voltages developed
across the PMT load resistor (section 3.4).

For all values of gain seZectable the response of
the amplifier remained linear.

The amplifier gain was adjusted accordingly for each
spectral line scanned so that an adequate output signal
was obtained (typically, peak height of spectral line
between 60 and 90% f.s.d. on the pen chart recorder).

For relative spectral line intensity measurements
to be made, it was therefore necessary to refer each argon
spectral line scan, taken at some specific amplifier gain,
G to a fixed or reference gain G(REF). This was
conveniently accomplished by using a gain multiplication

factor G(MF) given by

G(MF) = G(REF)/G
The measured intensity (section 3.8) for a particular

spectral line was then gain corrected by multiplication

by the appropriate G(MF).
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Figure 3.10 DC Amplifier Calibration Curve.
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3.6 Data Recording Devices.

The devices used to record the spectroscopic data
produced by the spectrometer were the pen chart recorder
and the digital panel meter. The function of the
recorder was to make a hard copy of the spectral line
profiles as the lines were scanned by the spectrometer.
The meter could be used simply as a milli-voltmeter to
manually record the spectrometer calibration data or as
part of a "data logger" system in conjunction with the
Hewlett Packard HP97S programmable calculator.

A "distribution box" was constructed to house the
meter and the interfacing electronics necessary to
complete the inter-connection of the data recording
devices. A schematic diagram is shown in figure 3.11

and summary data on the devices used is given in table 3.2.

2eb6el Pen Chart Recorder.

The characteristics of a spectral line profile
obtained using the pen chart recorder, in addition to
those conferred upon it by the excitation conditions
in the MIP itself and by the instrument bandpass
(section 3.9), are determined by the gain, output offset
and integrator time constant of the DC amplifier,
monochromator scan speed and the chart paper speed.
Using a suitable amplifier gain the output offset was
adjusted to give a convenient baseline reading
(corresponding to the spectral background signal) on the
chart paper. A value of integrator time constant was
chosen which gave sufficient noise reduction and did not
introduce any distortion of the line profile peak, the

latter determining the time constant upper limit.
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Figure 3,11 Interconnection Schematic for Data Recording Devices.




Pen Chart Recorder

Digital Panel Meter

HP97S Programmable Calculator
plus I/0 Port.

D.C.Amplifier

Brookdeal 40lA Amplifier

30 mS Monostable

Table 3.2

Honeywell Brown Y:t recorder
0.25 sec Response Time

O-10 mV Input voltage Range
Variable Chart Paper Speed

(by gear selection)

Analogue Devices AD 20l16/B
3% Digit LED Display

100 M Input impedance

100 pv Sensitivity

2 200 mv input voltage range
13 line BCD output

Data output hold facility.

Hewlett Packard programmable/
scientific calculator with I/0
(10 digit BCD I/P + 4 Flag O/P
lines) "Handshake" Facility
Internal Thermal printer and
Magnetic Program card reader,

LED display.

See section 3.5

See Section 6.2.1.

74121 T.T.L. Monostable IC

Pulse shaping circuit on O/P

Data Recording Devices, Equipment used.
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Chart paper speed gears were selected so that where
spectral intensity was to be described hy line area, a
monochromator scan speed of 0.1 nm rnin-1 yielded a
suitable line profile which could be integrated using
Simpsons method (section 3.8.1). However, when peak
height only was used, faster monochromator scan speeds
of 0.5 and 1.0 nm rnin-l were employed to economize in the
time spent taking a complete set of spectral measurements.

When the chart recorder was switched off it was found
to slightly load the output of the DC amplifier, subsequently
therefore, it was disconnected when not in use.

3.6.2. The Digital Panel Meter and HP97S Calculator

(Data Logger).

A signal integrator was constructed using the digital
panel meter (DPM) and HP 97S calculator for use when
evaluating the spectrochemical performance of the MIP
(for which the Brookdeal 401A amplifier, shown in figure
3.1 was also used). However, due to the very labour
intensive nature of line area determinations using Simoson's
method and because the only difference between an integrator
and a data logger as herein described is the type of program
running on the HP 97S, it was decided to automate the
procedure and compute the area as the spectral line was
being scanned.

The signal integrator and data logger programs for
the HP 97S calculator incorporated an identical method
of reading BCD data from the output of the DPM. This
consisted of temporarily halting program operation,
clearing the input register and inhibiting the updating
of the DPM's output. Data entry was self-initiated
following a 30 ms pause generated by the monostable and
the output signal voltage, measured to a resolution of
tenths of milli-volts read into the calculator's input
register. wWith data entry compiete, program operation
was restarted so that suitable signal processing could

be carried out. Data logger program operation was
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begun at the start of each spectral line scan so that a
mean background signal could be determined (section 3.3).

The line profile data was then read at a samgcling
rate, R of 21.09 min_l, or a reading every 2.845 seconds.
At a scan speed of O.1 nm min~! this corresponds to a
wavelength interval between readings of 0.005 nm and
therefore constitutes a marked improvement in spectral
resolution over Simpson's method. Even so the area of
a particular spectral line calculated by both methods
were in close agreement, validating the adequate resolution
of the wavelength interval used in Simpson's method. When
the line scan was complete, any numeric keypress on the
HP 97S during a 1 second pause period would cease data
entry. Af ter requesting the monochromator scan speed,

V the calculator evaluated the line area using the
collected data (section 3.8).

The data logger was slightly sensitive to electrical
interference which could corrupt the input data, resulting
in large errors in the computed line area. Every effort
was made to reduce this sensitivity by suitable shielding
but the problem was never completely cured. Therefore
the HP 97S data logger and the pen chart recorder were
always operated simultaneously so that a hard copy of a
spectral line profile was available should the computed
line area be in error. The line area could then always
be evaluated by Simpson's method to eliminate the need

to repeat the scan.
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3.7 Calibration of the Optical System.,

With the filament lamp illuminating the monochromator
entrance slit and a wavelength setting of 300 nm, the
output of the DC amplifier was recorded, using the DPM.
The monochromator was then reset to the next highest
required wavelength, using the scanning motor operated at
a speed of 25 nm min-l and the amplifier output noted again.
This procedure was repeated in appropriate steps up to
800 nm producing a set of values denoted Hl(k). The
procedure was then repeated in the reverse direction down
to 300 nm producing a second set of values denoted HZ(A).

The mean instrument response function H (A), given by

HOO = Hl(A:HZ()\)
2

is automatically compensated for the presence of optical

filters in the light path (section 3.2) but as yet is not
compensated for the spectral output of the filament lamp
given by the Planck formula,
2hc® exp(hc - 1)

,XS AKT

where all symbols have their usual meaning.

By(A,T)=

Having evaluated a set of B_(A,T) at the required
wavelengths, the values of tungsten emissivity, € (\)
measured by Ornstein, 1936 (77) were used to calculate

the true spectral output of the lamp, B (A,T) given by

B(A,T) = E()\).Bo()\,T)
the implicit assumption being that the tungsten filament
lamp is a 'grey body' 1light source.

The response of the filament lamp was independently
checked using an Internation Laboratory type 1L 700
radiometer and good agreement was found between measured
and calculated spectral intensities over the range of
wavelengths used.

The true response of the optical system as a function
of wavelength is then given by

H(A)
B(A,T)
and a typical example is illustrated in figure 3.12. The

solid curve shows the actual response with the effect of

the filters clearly indicated.

79



08

(ARBITRARY UNITS)

H(A)/B(N,T)

SOLID LINE = ACTUAL RESPONSE

BROKEN LINE =

COMPENSATED RESPONSE

OY4 FILTER USED

Figure 3.12

WAVELENGTH (nm)

Optical System Calibration Curve,

!

800



when the calibration was carried out it was found to
be convenient to use a DC amplifier gain setting of
approximately X 1. Now the value of gain selected will
affect the shape of the response curve obtained but the
ratio of H (A) at two different wavelengths will be
identical for two different gain settings since the
amplifier response is linear for all gain (section 3.5)
and zero electrical output is registered on the DPM when
light is prevented from entering the monochromator entrance
slit (see section 3.3).

To compare the intensity of a spectral line at a
wavelength A, to another at X, it was found to be
convenient to evaluate a 'correction factor' for this

spectral line giveh by the ratio of H (%?) to H (Al),

H(XN,)
1

such that if the intensity of the spectral line at Al is
denoted il then the corrected intensity I, is given by,

I, = iy.CF (N)
A value of wavelength, )\2 was chosen to which all intensity
measurements were referred. This was denoted the reference
wavelength, A,.

ReF
conveniently chosen depending on the spectra under

and since of arbitary value was

considerationa Table 3.3 gives the values of ‘KREF for

the argon, iron and OH spectra.

Spectra )\REF(nm)
Ar 603.21
Fe 370.00
OH 320.00

Table 3.3. The Reference Wavelengths.
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Using the appropriate ‘XREF a set of corr-ction factors

were evaluated using the equation

cF N) = HOggp)
H(N)
where A took the values of specific MIP spectral features
investigated (chapter 5).

The tolerance on each CF(A) was evaluated using the

expression

p-

Acr N = 2 [ ot ]

REF H()‘REF)
H(N)™ H(N) *

" 2 4
where the superscripts "+" and "-" denote the maximum and
minimum values respectively of the measured quantities.
The spectral response of the filament lamp was also
express as a correction factor, denoted MFB(A,T) and

evaluated using the expression

MFB(X,T) = BPzpp,T)
B(A,T)
with the tolerance given by the expression
_ . K
B T B T)
AMFB(N,T) = 2 Pgep, T _ (Arer]
B(A,T) ™ B(A,T)"
i 2 _

To simulate the calibration curve in figure 3.12 an
overall correction factor, C(A) was evaluated using the

expression, CF(N)

C(A)

= MFB (A, T)

with the tolerance given by the expression,

L | CEQVT  _ _CEN”
Ac™) = = | ypp (A, T)”  MFB(A,T)Y

2
The optical system calibration was automatically
calculated as a set of C(A\) correction factors by the
algol 6C program used to evaluate the Boltzmann equation
(Appendix A3), so that relative spectral line intensities

could be determined directly from the spectral data.
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3.8 Determination of Scectral Line Intensity

When the monochromator is set to a particular
wavelength, the response measured at the output of the
DC amplifier is proportional not only to the spectral
radiance of the illuminating source at this wavelength but
also to the sum of contributions from a given wavelength
interval called the instrument bandpass.

Fiqure 3.13a shows an hypothetical spectral line
profile, emitted by the MIP whose image is formed in the
plane of the monochromator exit slit and figure 3.13b
shows the resultant output line profile which would be
produced when the spectral line is scanned past the exit
slit, represented by the aperture. The output line
profile shows the two parameters which may be used}to
express the spectral line intensity. These are the peak
height, which is the height of the intensity maximum above
the baseline-and the line area which is the area bounded
by the baseline and the curve of the line profile itself.
The parameter used to represent the intensity depends
primarily on the relative shapes of all the spectral lines
belonging to the set used to determine a temperature, eg.
all the argon spectral lines scanned.

Every ordinate, Yn of the output line profile is
proportional to the integral of the total light, shown
shaded in figure 3.13a, "seen" by the exit slit when the
monochromator is at this wavelength. The observed and
output line profiles have similar shapes with virtually
identical half-widths which is 5 times larger than the
exit slit aperture. A similar situation exists for the
line profile illustrated in figure 3.14(a) with a half-
width equal to twice the instrument bandpass. Figure
3.14(b) however illustrates the situation when a spectral
line with an identical peak height but a half-width equal
to one third of the instrument bandpass is scanned. The
output profile now produced has a totally different shape
to the observed spectral line and its half-width is that
of the instrument bandpass itself. when comparing the

intensity of the two spectral lines shown in figure 3.14
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Instrument Bandpass.
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therefore, use of the peak height af the output profile
would be inadequate. However, the area bounded by the
output profile and the baseline is still proportional to
the area of Observed spectral line profile and hence
its spectral radiance in both cases shown according to
Seshadri and Jones, 1963 (78) or Penner, 1959 (79).

Because of the considerable variability of the shape
and half-width of the 20 argon atomic spectral lines
scanned, the line area of the output profile was the
parameter used to represent the intensity. Only where
observed spectral lines were of identical shape, as in
the case of the OH molecular spectra, was the peak height
of the output profile used as the spectral intensity
parameter,

The line area was determined by one of two methods,
Simpson's numerical integration method or by automatic

computation using the data logger.

3.8.1 Determination of Line Area by Simpson's Method.

The area bounded by the curve of the line profile
and the baseline was evaluated using Simpson's method for
numerical integration in the usual way. Figure 3.15
summarises the procedure used.

For the narrower spectral lines with half-width less
than 0.1 nm the strip width S, was set to the minimum
practical value of 0.0l nm. The resolution was sufficient
with the resulting number of y ordinates for the line
profile to be described as accurately as was possible.

For the wider spectral lines with half-widths greater than
O.1 nm, a value of S equal to 0.02 or 0.03 nm reduced the
number of y ordinates and hence the labour involved in

the manual calculation of the line area without significantly

affecting the line area calculated.

86



1 23456 15

L) L T

+ 4(Y2+Y +Y +Y _+Y

4*t¥et¥g+Y 15 )

+Y. ,+Y

1 15 12

AREA =
RE S/3 [Y +Y 14

+2(Y3+Y +Y o +Y~ +Y

5*¥q+Y¥g 11+Y13)]

Figure 3.15 Line Area Determined Using Simpson's Method

i~ N
Ja
-]
_______ s B
- )\ Ao
Figure 3.16 Automatic Determination of Line Area

87



3.,8.2 Determination of Line Area by the Data Logger.

The data logger system described in section 3.6
yielded the following data from which the line area was

computed immediately after the line scan was complete.

Background Signal Intensity B

Summary of y ordinates z::yn

Number or ordinates. n

Monochromator scan speed \'
The calculator evaluated the small wavelength interval
given that ON = V/R
and the line area as shown in figure 3.16.
Element Area = (yn - Bn)d A
Total Line Area =§E:n(yn— Bn)oA
The background signal B was evaluated on the low wavelength
side of )\O, the centre wavelength of the spectral line.
It is assumed that the background intensity is constant
over the entire line range. Therefore Bn can be replaced
by the single value B. The equation above for the total

line area then simgplifies to:-

Area = (2 vy - B.n)x
which was directly evaluated by the calculator.
In the case of the 433.36 nm line which sits on a sloping
background signal caused by the proximity of the HX spectral
line of hydrogen, the line area was calculated only by

Simpson's method.

Errors on Line Intensity Measurements.

a) when peak height was used as the line intensity
parameter, the error on this parameter was
estimated as the uncertainty of measuring the

true peak height above the background signal.
b) When line area was used, the error on this parameter

was evaluated as the multiple of the peak height

uncertainty and the uncertainty on the half-width.
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Chapter. 4.'; Impedance Keasﬁrements on the'MIp,g&;

4.1 Tuning of the Unloaded Slab-line Cavity.

The scattering (S) parameter representation of the

slab-line cavity formulated by Hammond, 1978 (56)
(section 2.3), ignores the two large discontinuities in
cavity geometry. These occur where the inner conductor
ends (at the point where the discharge tube is placed)
and at the junction between the two cavity sections and
produce distortions in the electric fields within the
cavity. '
Hammond found that the effective shunt capacitance
of the junction, calculated from the data given in studies
by whinnery et al, 1944 (80) and Kraus, 1960 (81) had a
negligible effect on the theoretical model he used to
describe the slab-line cavity. However, the 'fringing'
electric fields at the end of the inner conductor were
found to appreciably lengthen the electrical length of
the cavity section. This necessitated tuning the cavity
by shortening the inner conductor until the input
reflection coefficient had zero phase at a frequency of
2.45 GHz. The equipment illustrated in figure 4.1 and
tabulated in ta“le 4.1 was used.

The modulus of the cavity input reflection coefficient,
which falls sharply near resonance, could be used to
determine the resonant frequency of the slab-line cavity
although Hammond reports difficulties in such a measurement.
This is because determination of the modulus of the cavity
input reflection coefficient requires the measurement of
the very large voltage standing wave ratio, VSWR created
on the transmission line by the open circuit termination
of the unloaded slab-line cavity.

Only the position of the voltage minima, determined
by the method of bracketing (section 4.3) is required to
determine the phase of the cavity input reflection
coefficient. The position of the voltage minima are not
nearly so sensitive to any mechanical stresses exertel on

the cavity structure or the value of VSWwR.
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Diode Detector

Tunin VSWR
Stub g @ /Heter
i
Unloaded
Cavity J
(s
1
T
)|
Freocuency Low Power
Meter (2-4 GHz)
Oscillator

Cavity Input

Reference Plane Slotted Line for

Voltage Minima
Measurements

Fiqure 4.1 Microwave System for Measuring the Phase of the Cavity

Input Reflection Coefficient.

Equipment Type Manufacturer
Microwave Generator 6056 Marconi Saunders Ltd
VSWR Meter 6593A " " "
Frequency Meter 536A Hewlett Packard
Slotted Line 874 LBA General Radio Corp
Detector Diode IN 21B Siemens GmBh

Table 4.1 Equipment used to tune the unloaded slab-line

cavitv.
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Measurement of the positions of the voltage minima
along the slotted transmission line (section 4.3) were
made relative to the 'input reference plane' of the slab-
line cavity shown on figure 4.1. This was determined by
replacing the slab-line cavity with a high quality short
circuit termination. The position of the cavity input
reference plane was fully compensated for all dielectric
(PTFE) spacers used to support the inner conductors of
the transmission 1line.

The slab-line cavity employed in this work was tuned
using two different configurations of the inner conductors
(figure 4.2),

Figure 4.3. illustrates the dependence of the phase of
the cavity input reflection coefficient on the operating
frequency for these two inner conductor combinations used
after they has been correctly adjusted for length.

For both inner conductors, the unloaded cavity gain,
G,was calculated using,

G, = 2%

F
separation of the parallel ple
diameter of the inner conductc

N

where ZC 138 Log(4mM b/a), b

no

and Z

£ 138 Log(c/d),

diameter of outer conductor.
diameter of inner conductor.

o o

The physical dimensions and unloaded gain of the slab-lir
cavity using these inner conductors are tabulated in ta®le 4.2
When the dry argon MIP was operated in the slab-line

cavity (section 3.1), the inner conductor giving GO = 18.5
was used. However, when the analytical MIP was operated

in the slab-line cavity, the inner conductor giving Go = 5,5
was found to give more reliable operation when varying
amounts of different sample solutions were aspirated.

The quartz discharge tube was positioned in the slab-
line cavity so that a small ‘'coupling gap' existed between
it and the end of the inner conductor. Hammond reports
that without this coupling gap the quartz tube would be
rapidly punctured by the coronal discharge formed between it
and the end of the inner conductor. The coupling gaps used
with each inner conductor configuration are given in
table 4.2.
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Plane of Cavity

, Input
] .
I )
| - {
|
4 J i
/// '? } 18.5 Gain Inner Conductor
Plane shown in slab-line cavity
of Load
gy S et — Y-
///)?—.L‘ Cavity Coaxial
Section Section
Coupling
Gap
! ! Y
5.5 Gain Inner Conductor
Figure 4.2 Slab-line Cavity Inner Conductors.

Inner Conductor Inner Conductor | Unloaded
(Slab-1line) (Coaxial Feed) Cavity
. Gain GO
OD. a Length | Coupling ZC oD, d A
(mm) (mm) Gap (mm) (Ohri) (mm) (Ohg)
3.18 26.6 3.4 139.1 * 11.11 15.1 18.5
6.35 25.4 1.5 97.5 7.94 35.2 5.5

Parallel Plate Separation, b = 25.4 mm

Internal Diameter of Coaxial Feed Outer Conductor, c
Inner "

Table 4.2.

Length

" "

"

Slab-line Cavity Parameters.

9

2

I

14.29 m
30.60 m
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o2 Microwave Plasma Excitation and Measurement System.

Fu

The microwave system used for the argon MIP generated
in the slab-line cavity is illustrated in figure 4.4. A
list of each item of equipment used may be found in table 4.

The slotted line was used in conjunction with the
calibrated attenuator to measure the VSWR on the system.
The calibrated attenuator consisted of a waveguide operated
below it's cut-off frequency. To avoid multiple mode
excitation within the attenuator it was necessary to positio:
a minima of the voltage standing wave exactly beneath the
aperture coupling energy into the waveguide. This was
achieved using the moveable shorf circuit tuning\stub, a
voltage minima being correctly positioned when a maximum
reading was observed on the DVM, This operation eliminates
the need to compensate the attenuator readings, using data
supplied by the manufacturer which otherwise would be
required. Attenuation is provided in the range =10 db to
+40 db in major graduation steps of 1 db.

The Microton 200's output power meter, although
marked in 'Watts' actually measures the magnetron anode
current and thus relies on the approximately linear
relationship between the two for calibration. However,
the magnetron's output power and operating frequency are
dependant on the magnitude and phase of any reflected wave
incident upon it, as can be deduced from a Rieke diagram
(82). As a result of this behaviour of the magnetron when
the load on it's output is varied, power readings deduced
from the anode current are unreliable. The system for
measuring magnetron output power adopted in this study
uses a directional coupler and thin film thermoelectric (TFT)
power head as proposed by Outred, 1980 (83). The reflected
power from the microwave cavity is also measured using
similar components and thus the TRUE NET input power
incident upon the cavity may be determined. The power
measurements made using this arrangement are not
significantly affected by the distance of the directional
couplers from the cavity since losses in the slotted line
are small, less than 0.002 db cm_l. Positioned as shown

in figure 4.4, the directional couplers do not affect
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1
Diode
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Coaxial
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Power Power ‘
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Reference Plane.

Slab-line
Cavity.

Figure 4.4 System for Excitation of MIP and
Measurement of Plasma Impedance.
Equipment Type Manufacturer
Microwave Generator Microton 200 Mk 3 Electro Medical
Supplies
Reflected Power
Meter " "
Directional Coupler 3003-20 Narda Microwave Corp
TFT Power Heads & 6423 Marconi Saunders Ltd
Power Meters 6460 " " "
Tuning Stubs 874-D20L General Radio Corp
Slotted Line 874~LBA " " "
Attenuator 874~-GAL " " "
Coaxial T Piece 874-VRL b " "
50 Ohm Load 874-W50BL " " "
Diode Detector IN21B Siemens GmBh
DVM LM1420 Solartron tElectronic

Table 4.3

Equipment to Produce the MIP in the slab-line cavit
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measurement of the cavity input reflection coefficient.
The main purpose of the double stub tuner was to
reduce the reflected wave travelling back towards the
generator so that any effect on the magnetron's operation
frequency and output power is minimised. Being
positioned as shown in figure 4.4 means that it is not
necessary to include it's effect in the cavity input

reflection coefficient calculations.
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Microwave Measurement Method.

With the slab-line cavity loaded with an argon MIP
running at some desired input power and gas flowrate the
VSWR, 'S' was measured using an attenuator method
described by Sucher and Fox, 1963 (84) from the equation,

(db inserted)

S = Antilog
20

using the calibrated attenuator.

The phase, ¢IN was calculated from the positions, 'x', of
the voltage minima on the slotted line, measured using the
'method of bracketing' described by Sucher and Fox, 1963 (84)
from the equation, |

|¢; | _ 4Tx + Tl
IN ——
A
where 'n' is an integer between 2 and 8. Voltage minima

positions were measured relative to the 'cavity input
reference plane' (figure 4.4), the position of which was
determined from the voltage standing wave minima on the
slotted line when the slab-line cavity was replaced by a
short circuit termination. The plane of the short circuit
was known to exactly coincide with the near end of the low-

impedance feed section of the cavity.

Line
Voltage. ‘——vmx

\ —»
;) @JL\Q Position on Line

Figure 4.5 Measurement Sequence for Method of Bracketing.
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The exact measurement procedure used was as follows,

1) WwWith 5 db set on the calibrated attenuator the carriage
of the slotted line was moved to approach the first
minima position and the DVM monitoring the line voltage
observed until the reading fell to some predetermined
and convenient value, typically 5 mv. The position
of the carriage, corresponding to reading 1 on figure
4.5 was noted.

2) The carriage was again moved, in the same direction
until the minimum voltage position was reached. The
DVM reading, corresponding to reading 2 on figure 4.5
was noted.

3) The carriage was again moved until the DVM again read
5 mv, i.e. same as in step 1. The position of the
carriage, corresponding to reading 3 on figure 4.5
was noted. The minima position was then calculated

from, Reading 1 - Reading 3

2

4) The carriage was then moved until the position of the
first voltage maxima was reached (DVM attains maximum
value).
Using the calibrated attenuator, attenuation was added
until the DVM showed the same reading as at the voltage
minima. The attenuation added, corresponding to
reading 4 on figure 4.5 was read from the graduated
scales on the attenuator. The 'inserted db' was then

given by,
db inserted = Reading 4(db) - 5(db)

and hence the VSWR, S calculated.

5) The calibrated attenuator was reset to 5 db, i.e. the
value set prior to step 1, it's barrel being turned to
a value just less than 5 db and then reversed in
direction to approach the 5 db in the same direction
as the 'inserted db' was added in step 4. This
minimised any effects due to mechanical backlash in

the calibrated attenuator's screw thread.
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This process detailed in steps 1 to 5 was then repeated
for each of the voltage minima and maxima on the line.
Using the slotted line it was generally possible to measure
the position of 6 voltage minima with 6 corresponding VSWR,

S, measurements. Since S 1

|€IN| T —

S +1
it follows that in the subsequent analysis, the modulus of
the cavity input reflection coefficient, IG&NI was evaluated
six times using each 'S' value and a mean result calculated.
Similarly the phase, Q&N was evaluated six times using each
'x' value with a corresponding 'n' value in the equation
given on the previous page and a mean result calculated.

For the tuning of the unloaded slab-line cavity described
in section 4.1, steps 2 and 4 were omitted since only the
phase of the cavity input reflection coefficient is reqguired.

Having measured the modulus and phase of the cavity
input reflection coefficient, the S parameter representation
of the slab-line cavity (section 2.3) was used to determine
the value of the microwave impedance of the plasma load, a
complex quantity of the form ZL = R - jxc which includes the
effect of the argon MIP, quartz tube and coupling gap.
According to Hammond, 1978 (56) the quartz tube and coupling
gap give a net capacitive contribution to the complex impedance
and therefore appear in it's imaginary part, XC leaving the
real part, R representative of the argon plasma itself.

The experimental data obtained from the microwave
measurement apparatus was processed using a program, written
in Algol 60 and run on the Polytechnic's DEC 10 computer. A
copy of this program may be found in the appendix A 3. The
slab-line cavity S parameters do no completely account for the
small electrical losses in the cavity structure. These losses
may be accounted for in the full analysis of the experimental
data by use of the slab-line cavity transmission (T) parameters
which are analogous to the S parameters except that the value
of attenuation constant, o (section 2.3) is not zero.
Consequently the computer program calculates the cavity T

c s -1
parameters based on a value of conductivity of 106 Sm .
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4.4 Relationship Between Load Impedance and the Electron Densit

The load impedance, Z, of the dry argon MIP generated

in the slab-line cavity wag measured simultaneously with
the electron density, N (section 5.4.2). The aim was to
investigate the potential link between these two fundamental
properties of the MIP and to show that the value of Ng would
have a particular influence on the real part, R of the load
impedance. In considering a link between N and R it is
useful to discuss the theoretical relationship between the
parameters involved.

The electrical conductivity, &6 of a plasma, in the
absence of an external magnetic field has been shown by
Spitzer, 1962 (85) to be

S = 0.015 Téwh / X Loge,4_ Sm—i_

where Te is the electron temperature, X is the effective
ionic charge and _/ is given by
%
2
/ - 1217 EokTe
2
e

/N H

e

where EO is the permittivity of free space, k is the
Boltzmann constant and e is the charge on the electron.

The effective ionic charge, X = 1 in a predominantly singly
ionised plasma, as has been found to be the case for argon
MIP studied. Spitzer's equation for O has been translated
into SI units in a manner similar to that used by Leonard,
1965 (86) but may be further expressed in more useful units
as suggested by Delcroix, 1960 (87) by converting to the

plasma resistivity, n_ using the equation,

n =1 =_1 Te‘%' Loge_/L lm
S 0.cl15

The plasma resistivity may be evaluated for a typical dry

argon MIP generated in the slab-line cavity with Te = 750C K

and N_ = lolscm-3 and is found to be of the order of 5 x 10_411m.

In discussing how the real part, R of the load impedance might

be related to n , it is necessary to consider the physical

dimensions of the MIP as they appear to the exciting microwave

field in the slab-line cavity.
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Under most operating conditions the dry argon MIP
generated in the slab-line cavity completely fills a 1 mm
internal diameter quartz tube to the full inside height of
the cavity except for the small region near the end of the
cavity inner conductor. For simplicity it may be assumed
that the quartz tube, placed with its longitudinal axis
perpendicular to the cavity inner conductor contains a
plasma column of known dimensions.

This plasma column may be treated as an equivalent
resistor through which a current might be induced to flow
by the exciting microwave field in a direction parallel to
the longitudinal axis of the discharge tube. Taking the
cross sectional area, A and the length, 1 of the discharge
tube within the confines of the slab-line cavity, a total

plasma resistance R,, may be evaluated using the value of

T
found for the typical MIP and the equation

R, = 1
T (Al
Substituting in real values for 1 and A, a value of R

equal to 6l.51N is obtained.

By virtue of the logarithm term in the equation for n »

T

it is apparent that the value of R, will be relatively

insensitive to changes in-Ne. Fog example, 1if N, were

reduced by 50% to 5 x 10%4 cm-3, R, would only increase

to a value of 65.5MN ie. a change of approximately 6%.
Conversely, the value of RT is seen to be highly

dependent on the value of Te’ a term which appears twice

in the equation for n.. A doubling of Te to 15000 K causes

RT to reduce to 25.8 N i.e. changes in Te cause
approximately equal and opposite changes 1in RT.

Since the electron temperature was not directly
measured, determination of Ne’ from the Stark broadened Hg
spectral line profile (section 5.41) required that a value
of Te be assumed. Although this was not a problem in the
determination of Ngs it is obvious that RT is more dependent
on a parameter for which a value has to be assumed than one

for which actual values were measured.
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There are two other practical factors which need to
be considered in regard to the validity of the theoretical

value of RT calculated here., In the event of the dry argon
MIP incompletely filling the cross section of the discharge

tube, the volume of plasma will be reduced, hence RT will

increase. Also the investigation of the variation of Ne
along the length of the MIP (section 5.4.2 A) suggests

that RT might be better calculated using a mean value of Ng
which is somewhat lower than the 10%> cm™3 used, again

producing an increase in the theoretical value of RT.
Thus it would be expected that the value of RT = 61.5 N

calculated here constitutes an approximate lower limit
value.
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4.5 Microwave Impedance of the Dry Argon MIP.

4.5.1 Dependence of Impedance on Argon Flowrate and
Input Power.

An important consideration in the interpretation of
the impedance results presented here was found to be the
actual volume of plasma within the confines of the cavity.
Using configuration A (section 3.1), the dry argon MIP,
contained within the quartz tube normally filled the
entire cross-section except for the central region near
the end of the cavity inner conductor where distortions
in the electric field pattern cause the MIP to become
constricted. The MIP length was found to be especially
dependent on the net input power applied to the cavity and
to a lesser extent the gas flowrate.

At low input powers, less than 50 W, the MIP length
is less that the inside height of the cavity. As the
input power was increased, the length of the MIP increased
until it extended from top to bottom of the slab-line
cavity (a distance of 8.5 cm), ie the cavity was
'‘completely filled'. The input power for which this
occurred was found to be slightly dependent on flowrate.

For a flowrate of 1.0 1 min-l, this input power was
found to be in the range 30 to 35 W, whereas at 0.1 1 min_
an input power of 45 to 50 W was required. Further
increase in input power caused the MIP length to increase
until for input powers greater than 120 W, an NMIP of
approximately 15 cm length was formed irrespective of
flowrate. This MIP therefore extended well outside the
confines of the cavity.

The dependence of load impedance and electron density
on net input power applied to the cavity was investigated
at gas flowrates of 0.1, 0.5 and 1.0 1 min~ 1, The

electron density results are reported in section 5.4.2C.
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The impedance results are shown in figure 4.6 for
all the three flowrates. The most noticeable feature
is the peak in the value of R at the low end of the range
of input powers investigated. This peak in the graph of
R versus input power occurs as the MIP length was
increasing to the point where the cavity is just completely
filled. Thereafter as the input power was increased, the
value of R settles to a steady 4.0 o010 irrespective
of flowrate., It was deduced that this peak in the graph
is caused by a change in the volume of MIP within the
cavity confines and that the peak shape is dependent on
flowrate. At a gas flowrate of 0.1 1 min—i, the peak in
R is both higher and narrower whereas at 1.0 1 min“i, the
peak is lower and broader.

A possible explanation for the change in the peak :
width might be that at the point when the MIP just
completely fills the cavity, it's homogeneity within the
cavity confines continues to improve as the input power
is further increased. This would appear to occur more
rapidly at the flowrate of 0.1 1 min~? compared to 1.0
1 minfl. The peak height is undoubtably a function of
the MIP length which was itself found to be a function
of flowrate at input powers of approximately 50 W.

This change in the shape of the peak is believed to
be symptomatic of the dependence of R on flowrate when
intermediate input powers are applied to the cavity as
shown in figures 4.7 and 4.8.

The investigation of the variation of electron
density along the length of the dry argon MIP (section
5.2.1 A) suggests that even when the MIP extends well
outside the cavity, it never reaches comulete homogeneity.

The dependence of load impedance and electron density
on the flowrate was determined for flowrates in the range
0.1 to 1.37 1 min~! for microwave input powers of

50 ¥+ 2 w and 123 ¥ 4 w.
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Figure 4.7 shows the impedance results obtained
from these measurements which may be summarised as follows.
In all measurements, the imaginary part of the plasma
impedance was found to be constant at a value of 66 ¥ 1.0.n
for all flowrates investigated. At an input power of 123 W
the real part, R was also found to be constant at
4.0 2 0.2 for all flowrates investigated.

However, for an input power of 53 W, the value of R
was found to be dependent on flowrate, varying between
4.0 and 5.0 . For this particular input power there
are two features of the results discussed so far which
are significant. Firstly the extent to which the MIP
fills the cavity, which is dependent on flowrate and
secondly the change in the MIP homogeneity (This being
shown by the increasing width of the peak in the graph of
R versus input power as the flowrate is increased). Both
these are known to affect the value of impedance measured.
It is therefore difficult to infer that the variation in R,
shown in figure 4.7 for an input power of 53 W, is caused
by some fundamental chance in the properties of the MIP
when such a wariation could easily be explained in terms
of a combination of these other two processes,.

Figure 4.8 is a plot of R versus flowrate for input
power in the range 50 to 125 W which has been constructed
by transposing the data given in figure 4.6. It quite
clearly shows the effect that the level of input power
has on the variation of R with flowrate, verifying the
data presented in figure 4.7.

The simultaneous measurement of the electron density
(section 5.4.2 B) showed that it, unlike the impedance was
highly dependent on gas flowrate although only slightly
dependent on the microwave input power applied to the

cavity.
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45,2  Dependence of Impedance on Dimensions of Discharge Tube.

A dry argon MIP was generated in the slab-line cavity
using configuration A (section 3.1) at a flowrate of
C.1 1 min-l and the load impedance and electron density
determined for the different quartz discharge tubes detailed
in table 4.4. The electron density results are reported in
section 5.4.2 D.

As can be seen the imaginary part, XC of the load
impedance is virtually unchanged in progressing from
discharge tubes with wall thicknesses of 2.5 down to 1.75 mm
and only for the smallest wall thickness (1.0 mm), was any
appreciable change in Xe observed. XC is not therefore
critically dependent on the amount of quartz within the
cavity, a view supported by Outred, 1981 (88) who found xC
to be more dependent on the size of the coupling gap.

The value of R is clearly dependent on the exact size
of the discharge tube used, varying from 4.0 to 4.8 Q. as
the tube wall thickness employed was changed from 2.5 to
1.0 mm, In all cases the MIP length was appreciably
greater than the slab-line cavity height, i.e. the cavity
was completely filled. Therefore the value of R is not
dependent on the volume of MIP within the cavity, shown by
the fact that where different tubes have the same ID but
different 0D, i.e. identical MIP volumes, the value cf R
measured were different.

It seems more likely that the variation in R is caused
by the shift in the relative positions of MIP and maximum
electric field strength in the cavity (see figure 5.15,
section 5.4.2 D).

It would appear from the results that R is not
dependent on the MIP only as assumed by Hammond, 1978 (56).

Tube wall Thickness R(LL) XC(JL)
(mm) (mm)
ID oD
1.0 6.0 2.5 4.0 § 0.1 66.7 } 0.C7
2.0 6.5 2.25 4.1 I OoOl 66.0 : O.l
200 6.0 2.0 402 : 0003 66.1 : 0.0S
105 5.0 1075 404 : 0004 67.2 : OQOS
loO 3.0 loo 408 - 0002 69.3 b O.CS

Net Input Power=75 3w

-1
Argon Flowrate =0.1 1 min

Table 4.4 Vvariation of Load Impedance as a Function of
Discharge Tube Dimensions.
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4,5.3 Dependence of Impedance on Water Vapour Content

of Argon Plasma Gas

The effect on the load impedance of removal of the
majority of the impurity water vapour, known to be present
in the argon plasma gas, was determined in the dry argon
MIP operated at a flowrate of 0.1 1 min~ % in the slab=-line
cavity. Measurements were made first prior to, then after
operation of the cold trap described in section 3.1.

The results are given in table 5.4 for both impedance
and electron density (see also section 5.4.2 E). During
this experiment, argon excitation temperature (section 5.1.1 B)
and OH rotational temperature (section 5.3.1) were also
measured.,

A significant change is noted for the electron density
when the cold trap was operated, but both real and imaginary
parts of the complex load impedance were little affected.
Although the value of R did decrease slightly when the
water vapour was removed, this was probably caused by the
increase in MIP length and consequent improvement in plasma

homogeneity (section 4.5.1).

MIP Length Load Impedance () Electron Density
(cm) R X (x 10%2 cm_3)
No Trap 11.5 4,0 66.8 8.7
Trap
Operated 12.5 3.9 66.8 5.4
. -1
Argon Flowrate - = 0.1 l+m1n .
Net Input Power = 60 - 3W.

Table 4.5 Dependence of Impedance and Electron Density

Water Vapour Content of the Argon Plasma Gas.
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4.6 Preliminary Discussion of Impedance Results.

A significant fact to emerge from the results
reported in the previous section is the considerably
lower value of R measured in the dry argon MIP compared
to the theoretical value, RT‘ When the MIP completely
filled the slab-line cavity, R was found to assume a

steady value of 4 N. compared to a value of RT equal to
6l.5.0 .

Although it is not clear why such a discrepancy
should exist, it is possible to consider two likely causes.
i) An underestimate in the value of electron temperature,
T_ would result in an R, with too high a value, as indicated

e T
in section 4.4. However, despite the sensitivity of R, to

changes in Te’ a value approaching 40000 deg K would beT
required to reduce RT to the same order of magnitude as

the measured R values. Even with the certain knowledge
that a state of LTE does not exist in the dry argon MIP
(section 7.1), there is no evidence for such a high electron
temperature.

ii) The other conclusion, strongly supported by the evidence
from previous sections, is that the complex load impedance,
particularly the real part, R measured in the slab-line cavity
is not influenced by the fundamental properties of the MIP
itself. Instead, the load impedance is determined by the
operating conditions, eg. dimensions of discharge tube
(section 4.5.2) or the physical volume of plasma within the
cavity (section 4.5.1).

Further support for this second view is given by the

" lack of any evidence for a strong inter-relationship between
the plasma load impedance and the electron density measured
in the dry argon MIP (section 5.4.2). This will be
discussed further in section 7.2.

Mainly because of the convincing nature of the second
view, it was decided not to measure the load impedance of

the analytical MIP incorporating sample aerosol introduction

generated in the slab-line cavity.
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Chapter 5. Spectrosconic Me&surements_on_thQ,MIP,

The MIP was generated from industrial grade argon
and a survey of the MIP spectrum was undertaken using
a 3 m Eagle spectograph. Subsequently, the optical
system described in chapter 3 was used to obtain a
photo-electric survey of the MIP and, using an EMI 9558B
PMT (section 3.4), gave access to additional spectral
features not previously observed.

A list of the spectral features observed is given
in table 5.10

Spectrum Wavelength (or range) (nm)
Ar 1 355.4 811.5

HI Hyy H, , H, & H,

Na 1 589.0/589.6 (D lines)

OH Band Heads at 28l.1 & 306.4
NH Band Heads at 336.0 & 337.0

Table 5.1 MIP spectral features observed.

The general conclusions from early studies of the
MIP concerning the usefulness of the emitted spectra

were as follows.

(1) That the spectra of the plasma's argon atoms was
sufficiently intense that relative spectral line intensity
measurements could be made using an appropriate selection
of spectral lines and an argon excitation temperature

might be determined (section 5.1).

(2) That the spectra emitted by the OH (hydroxide)
molecules present in the MIP with direct sample aerosol
introduction, due to the dissociation of the introduced
water vapour would enable relative intensities to be
measured for a set of spectral line components of a
suitable branch of the OH molecular spectra and hence

for a rotational temperature to be determined (section 5.3)
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Also the similar, though much weaker spectra emitted
by the dry argon MIP due to the impurity water vapour
present in the argon gas might still allow a rotational
temperature to be determined using only the stronger
spectral components.

(3) That the spectra omitted by the H atoms present,
again due to the dissociation of water vapour in the
MIP was intense enough under most operating conditions
to enable measurements to be made on the line profiles
of the Stark broadened Balmer Series spectral lines,
particularly the Hg line (section 5.4). wWhen the dry
argon MIP was operated at gas flowrates of greater than
0.8 1 min~ %t

such that the line profile parameters measured were much

the intensity of %B was greatly diminished
less reliable than for lower flowrates.

(4) When analyte atoms, dissolved in aqueous solutions
are introduced into the MIP in the form of an aerosol
(chapter 6), their characteristic spectra is also
observed, as is the case for similar plasma excitation
sources used in the spectrochemical analysis of solutions
eg. the ICP. Besides being able to determine the
concentrations of these analyte atoms in some given
sample mixture, certain of these atoms may also be

used to determine plasma parameters. Subsequently
therefore when iron (Fe) was introduced into the MIP
relative intensity measurements were made on a selection

of Fe I spectral lines (section 5.2).
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5.1 Argon Excitation Temperature.

It can be shown that the emission intensity, I of a
spectral line, in unit solid angle per second from an

optically thin layer of gaseous plasma is given by

121=N2 A21l h V21/4Tr 0000000000000501

where 1 is the plasma thickness
N2 is the number density of atoms in the
upper state, 2.
A21 is the probability of a transition from
state 2 to 1. ‘
}1“021 is the energy difference associated with

such a transition.

If a Boltzmann distribution for the excited states in the

atoms is assumed, then

N2 = (Ng2 exp (-BZkT) ) / 2 (T) eeeeede2

where N is the total atom number density
9, is the degeneracy of the upper state, 2.

E, is the energy of the upper state

2
k is Boltzmann's constant
Z(T) is the Partition Function.

The temperature parameter here is the excitation

temperature, Texc for the excited levels of the atomic

argon system. Combining equations 5.1 and 5.2 gives

121 = C 92 A21\>21 exp(-Ez/k TEXC) 00-0000000503
where C = Nlhc | 1 and ¢ = velocity of light

4T Z2(T)

rearranging and taking logarithms gives

MEP TR T — F ~mw T mtrer , ﬁf}'ﬂ* 143«;:@, “‘7;;?

J-Isn( I?l )&2.1)‘92 21) q‘ an {h‘oz/k pBXC o"o’b:"o‘ [y of.'. .5'(3'.%;?
’l M"
% @“

If relative spectral line intensity measurements are
made for a set of argon spectral lines corresponding to
electronic transitions from a range of upper energy states,

a graphical plot of Ln(I A/gA) versus E should give
a straight line graph with a slope equal to 1/kTexc provided

the argon system is described by one unique temperature.
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Pl

1

N CONFIGURATION OF STATE ENERGY OF STATE(cm™ ) A,y ERROR A, 9,
(nm) UPPER LOWER UPPER LOWER (xlo8 S'1) (+/=- %)

355.430 6p (3/2), 4s (?n), 121270.68 93143.80 0.0029 50 5
364.983 6p (72), 4as’ (va )} 122790.61 95399,87 0.0085 50 1
415.858 S5p (%x), 4s (%), 117183.65 93143.80 0.0145 25 5
425.118 Sp (‘a), 4s (*2); 116660.05 93143.80 0.0013 25 3
425,936 S5p ('72), 4s’ (2)? 118870.98 95399,87 0.0415 25 1
426.629 5p (%), 4s (*), 117183.65 93750.64 0.0033 25 5
430.010 5p (%2), 4s ()5 116999.39 93750.64 0.0039 25 5
433.356 5p (%), 4s’ ()° 118469.12 95399,87 0.0060 25 5
522.127 74 (n)] 4p (54), 124609.92 | 105462.80 0.0092 50 9
549.587 6d (723 4p (57), 123653.24 | 105462.80 0.0176 25 9
588,262 6s’ ('2)3 4p ('), 121096.67 | 104102.14 0.0128 25 1
588.858 7s (3n); 4p (572 )q 122440.11 | 105462.80 0.0134 25 5
591.208 4d’ (7)) 4p (‘2 ), 121011.98 | 104102.14 0.0105 25 3
603.213 5d ()} 4p (572), 122036.13 | 105462.80 0.0246 25 9
641.631 6s (%2)3 4p ('), 119683.11 | 104102.14 0.0121 25 5
667.728 4p ('), 4s (%)} 108722.67 93750.64 0.0024 25 1
675.284 4d (?n); 4p ("2 ), 118906.66 | 104102.14 0.0201 25 5
693.767 44 ('q)g 4p ('n ), 118512.17 | 104102.14 0.0321 25 1
714.704 4p' (2n), 4s () 107131.76 93143.80 0.0065 25 3
801.479 4p (571), 4s (*1)] 105617.32 93143.80 0.0960 25 5

TABLE 5.2

SPECTRAL LINE DATA FOR ARGON I




The argon excitation temperature, Texc was
determined from the relative intensities of the 20
spectral lines listed in table 5.2. Data on the
transition probabilities was taken from Wiese et al,
1969 (89) and that for the energy levels from Moore,
1971 (80). Alternative sources of argon transition
probability data were tried, for example that of
Katsonis and Drawin, 1980 (91) but the data of Wiese
produced the most consistent results. Spectral line
intensities were measured as a function of integrated
line area (section 3.8), compensated for the response
of the optical system (section 3.7) and processed
using an Algol 60 program (appendix A4) run on the
Polytechnic's DEC 10 computer.
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5Se¢l.l. Argon Excitation Temperature of the Dry Argon MIP

A.
The dependence of the argon excitation temperature

on the flowrate of plasma gas in the dry argon MIP
operated in the slab-line cavity was determined at the
vieWing zone shown in figure 5.1. A typical graphical
plot of Ln(I A /gA) versus E, obtained for a flowrate

of 0.5 1 min~! is shown in figure 5.2. Table 5.3 lists

the excitation temperatures determined from the distribution
of excited states of the argon atom for gas flowrates of
0.1, 0.5, and 1.0 1 min~ 1, The intensity of all the Ar I
spectral lines investigated increased by a factor of 2

as the flowrate was increased from 0.1 to 1.0 1 min~l.

The dependence of the argon excitation temperature
on net input power was investigated at each flowrate.

The Microtron power generator's output control was set to
provide net input powers (section 4.2) of 45, 75, 100 and
130 W, the latter net input power corresponding to the
generator's maximum attainable output when the slab-line
cavity was loaded with the dry argon MIP.

As the power was increased from 45 to 130 W, a slight
dependence on microwave power was oObserved. However this
was minimal, being an increase of less than 5% on the
temperatures stated in table 5.3. Since this variation is
of the order of the estimated errors in determining the
excitation temperature, proof of any such dependence 1is

inconclusive.

B.

In order to investigate Whether removing the impurity
water vapour entirely from the dry argon MIP had any effect
on the plasma excitation conditions, the cold trap

described in section 3.1 was used.
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When the cold trap was operated it had only a minimal
effect on the relative distribution of excited states in
the argon atom, ie. leaving the value of excitation
temperature unchanged but it did cause an increase of 50%
in the intensity of all the argon spectral 1lines.

Flowrate Argon Excitation Temperature (deg K)
(1 min~1)
0.1 4850 ¥ 150
0.5 4800 ¥ 150
1.0 4650 ¥ 150
Net Input Power = 72 fow

Table 5.3 Argon Excitation Temperature as a function

of Flowrate in the Dry Argon MIP.
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Viewing Zone 1 = 2.5mm below top cavity plate
2 = 7« S5mm
3 = 10.5mm

5 mm length of MIP viewed in each case.

Figure 5.3 Viewing 2ones used by the Optical Measurement
System for the Analytical MIP Generated in
the Slab-line Cavity.
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5.1.2 Argon Excitation Temperature of the Analytical MIP

A.

The spatial variation of the Ar excitation temperature
measure in the analytical MIP generated in the slab-line
cavity (Chapter 6) was determined for the 3 viewing zones
illustrated in figure 5.3.

Using the crossflow nebulizer, operating at a gas
flowrate of 1.0 1 min-l, de-ionized H,0 was aspirated into
the plasma using sample uptake rates (SUR) of 0.5, 1.0 and
1.5 ml min—i. The microwave power incident on the cavity
was kept approximately constant throughout these measurements
and corresponded to a net input power of 65 X3 watts.

Figure 5.4 shows the typical populations of excited
states in the argon atom at each viewing zone when an SUR
of 1.0 ml min~! was used. In addition to the intensity
of the argon spectra being lowest at the viewing zone
10.5 mm below the top cavity plate, the measured excitation
temperature is also lower at this point. Table 5.4 shows

that this result is true for all 3 SUR's used. For any

particular viewing zone, the lower energy levels at 108000 cm

appear to be in equilibrium with the higher energy levels
greater than 116000 cm-l. Later measurements showed that
this was not always the case (section 5.1.2 D), and that
the thermal limit for the argon system (section 1.3.1) lay
between these two ranges of energy levels. The intensity
of the Ar I spectral lines was comparable to that

measured in the dry argon MIP, even with the changes in the
operational conditions of the MIP, eg. slab-line cavity
orientation (section 3.1) and sample introduction system

(Chapter 6).
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Viewing Zone
see Figure 5.3

Argon Excitation Temperature (deg K)

SUR=0.5 ml min~

1

SUR=1.0 ml min~

1

SUR=1.5 ml min~

1

1 7500 7000 7200

2 7000 6700 7200

3 5700 5700 6000
Table 5.4

Analytical MIP.
MIP and SUR. _
Argon Flowrate = 1.0 1 min
Input Power

1

65 £ 3 W
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B.
A 1.0 1 min 1 argon MIP was then generated in the

slab-line cavity using the Babington nebulizer (section 6.3.1).
Since this nebulizer is designed to operate on a flowrate of
0.1 1 min-i, an extra 0.9 1 min~ ! of argon was deliverec into
the spraychamber via an auxiliary inlet.

The measured argon excitation temperature (7000 deg K)
in this MIP was identical to that measured under similar
conditions when the crossflow nebulizer was used (see
table 5.4, Viewing Zone 2, SUR = 0.5 ml min-i).

As the auxiliary argon was removed, the MIP stabilized
at a flowrate of 0.1 1 min~ ! and the slightly different
distribution of excited states gave an argon excitation
temperature of 6000 deg K. Unlike their behaviour in the
dry argon MIP (section 5.1.1A) the Ar I spectral lines
did not significantly alter in intensity as the flowrate

was reduced.

Ce

Following the introduction of a more suitable
spraychamber (section 6.3.2), measurements of the argon
excitation temperature were made at the viewing zone
determined to give optimum spectrochemical performance
(section 6.5.1) when different analyte solutions were
introduced into the MIP.

With MIP's generated in the slab-line cavity at
flowrates of 0.1 and 1.0 1 min—i, using the appropriate
nebulizers the distribution of excited states in the
argon atom was determined when sample solutions containing
Ca, Ni, Fe and KCl were aspirated at the optimum SUR of
0.75 ml min~ ! (section 6.5.2). The results, together
with those obtained when only deionized water was
aspirated are presented in table 5.5.

Typical graphs of Ln(I A/gA) versus E for MIP's
operated at 0.1 and 1.0 1 min~ ! are illustrated in

figures 5.5 and 5.6 respectively.
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LCl

Argon Excitation Temperature (deg K)

Analyte Matrix Flow = 0.1 1 min~1 Flow = 1.0 1 min~}
Blank 4100 . 4400
-1
S5ng ml Ca 4600
-1 .
20 pg ml Ni 4000
10 g m1~1 re 4300 5000
1 mg m1~1 K 3700 5000
-1 -1
S pg ml Ca 1 mg ml K 3900
-1 . -1
20 pg ml Ni 1 mg ml K 4000
-1 -1 ,
10 pg ml Fe 1 mg ml K 4600 4500
Table 5.5 Argon Excitation Temperature in the Analytical MIP

Generated in the Slab-line Cavity - Dependence on Sample




As the results given in table 5.5 confirm it was
not possible to infer any direct relationship between
the nature of the sample constituents introduced into
either MIP and the distribution of excited states in
the argon atom, although the lower excitation temperature
in the 0.1 1 min~! MIP is again observed.

D.

Similar measurements were made on an MIP generated
. 1
in the TMOlO
using the crossflow nebulizer and a suitable spray

cavity at an argon flowrate of 1.0 1 min~

chamber (section 6.3). The sample solutions were
aspirated at an SUR of 0.5 ml min~1 and light from the
plasma was viewed axially down the discharge tube as
we are constrained to do (section 6.5).

A typical graph of Ln(I X /gA) versus E obtained
is shown in figure 5.7. Again it was not possible to
infer any relationship between the nature of the sample
constituents introduced into the MIP and the argon
excitation temperature as the results given in table
5.6 show.

It may be noted that the excitation temperatures
measured compare closely with the values measured for
the 1.0 1 min~1 MIP generated in the slab-line cavity
at a viewing zone 7.5 mm below the top cavity plate.
This would be explained by the fact that in both
circumstances light from the main body of the plasma
is viewed by the optical system. However, unlike the
MIP generated in the slab-line cavity, there is a
pronounced lack of equilibrium between the low lying
4p excited states of Ar I and the higher excited

states. (see figure 5.7).
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otet

Analyte
Blank

5 pg ml Ca
20 pug ml

10 pg ml Fe

5 pg ml” "Ca

20 pg ml” “Ni

10 ug ml “Fe

Table 5.6.

Matrix

Argon Excitation Temperature (deg K)

Flow = 1.0 1 min~

Argon Excitation Temperusture in the Analytical MIP

Generated in the TM

0l0

Cavity - Dependence on Sample.

5000

4400

4500

3700

4400

4700

5200

4600

1




5.2. Iron Excitation Temperature

Using an identical method to that used for argon
(section 5.1) relative spectral line intensity
measurements were made for the 8 iron (Fe) spectral lines
listed in table 5.7, and a graphical plot of Ln(I A/gA)
versus E made in order to determine an excitation
temperature, TEXC'

Table 5.7 presents the atomic transition probability
data and atomic energy level data of Bridges and Kornblith,
1974 (92) which was found to give the most consistent
results. The transition probability data given in the
form,

Log 94 f
used by these authors was converted to the form used
in this study, according to Wiese and Martin, 1981 (93)

by the equation
-8 2
glf= 1.499 10 A 92 A21 ® ® © ®© » &5 & © & 0 0 6 & O o0 OO 5.5

where 94 is the degeneracy of the lower energy level
involved in the transition, f is the oscillator strength
and all the other symbols are as defined in section 5.1.

Spectral line intensities were measured as a function
of the peak heights of the recorded line profiles (section
3.8). One of the reasohd fof the usde of re spectra
to ‘determine plasma temperaturfes-iis thdt spactral

lines correSpondirg toYtransitiofis¥from”a wide*range
g

B

of!dppef?eng;gy levels “o¢curéwithin-a Fai¥ly narrow %4t
range of wavelength. Therefore it is not essential
®Q compensate’ the measured lime intensities for the
response Of the optical syster since*H(A) (section
3.7) changes by only 4% over the 4.4 nm range of Fe

wavelengths used.
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Energy of State (cm—l) Accuracy

A\ (nm) Upper Lower Log g,f (%)
371.993 26875 o) -0.43 10
373.486 33695 6928 0.31 10
373.713 27167 416 -0.57 10
374.556 27395 704 -0.77 15
374.826 27560 888 -1.01 10
374.948 34040 7377 .17 10
375.823 34329 7728 -0.00 10
376.379 34547 7986 -0.19 10
Table 5.7. Spectral line Data for Fe I
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Figure 5.8. illustrates a typical graph of the population
of excited states in the Fe atom, when a 10 pg mi~! pe
solution was aspirated into the INIP generzted in the slab-
line cavity.

Similar measurements were made when the MIP was
generated in the T™™510 cavity and the result data is
presented for both types of cavity in table 5.8.

A comparison of these results with those given in
table 5.5 and 5.6 highlights the fact that irrespectivve
of cavity type or gas flowrate, the Fe excitation
temperature is significantly higher that that deduced
for Ar I by as much as 1000 deg K. Thus if thermal
equilbrium exists in the MIP, it is only within a
particular plasma species, Further weight to this
hypothesis is added by the results for the OH molecular
spectra (section 5.3).

Unlike the argon excitation temperature measured
in the MIP generated in the slab-line cavity, the Fe
excitation temperature would appear not to be dependent
on gas flowrate.

The higher value of Fe excitation temperature

measured in the MIP generated in the TM cavity is

010
probably due to the different part of the plasma

viewed (section 3.1).
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Gel

Analyte Matrix
10 pg ml Fe
20 pg ml Fe

100 pg ml Fe
10 pg ml Fe 1 mg ml~ "~ K

1 mg ml ~ K

100 pg ml Fe

Table 5.8

Iron Excitation Temperature (deg K)

Slab Line Cavity TMOlO Cavity
Flow = 0.1 1 min~t Flow = 1.0 1 min~ Flow = 1.0 1 min
5800
6200
5600
6000 5900 6600
5700

Iron Excitation Temperature in Analytical MIP Generated

in Slab-line and TMOlO

Cavities.




5.3 OH Rotational Temperature.

Table 5.9 lists the 22 spectral line components of
th P,(n) branch of the 25 =217 (0.0) system of the OH
molecule on which relative intensity measurements were
made. It was then pocsible to determine a rotational
temperature, TroT using equation 5.4, in the form
suggested by Dieke and Crosswhite, 1961 (94) in their

tabulations of the OH transition probabilities, ie

Log I, - Log AK = CONSTANT - Ex Log (e/k TroT

Their values of AK are related to the form of

transition probability used in this study by the equation

)

Ag o= N, Ay
AK’ also proportional to glf, must theoretically be
multiplied by the factor, l/,>\3 in order to obtain
wavelength corrected line intensities.

Spectral intensities were measured as a function of
the peak heights of the recorded line profiles f(section
3.8). Some correction to the measured line intensities
was necessary to comnensate for the response of the
optical system over the 23 nm range of wavelencth of the
spectral line components used.

However, 1n practice it was foﬁnd that such a
correction, in addition to being slight was approximately
equal and opposite to the theoretical wavelength correction
required for the AK. The effect on the results was
negligible and so both these correction processes were
omitted.

The 223'—2TT system of OH gives rise to a very
complex, crowded spectrum with many spectral line
components in close proximity to one another or even
superimposed. Consequently, with the instrument bandpass
employed (section 3.£) the choice of 'branch' of OH spectra
used is important to minimise the effect that spectral
interferences have on the rotational temperature

determined.
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COMPONENT COMPONENT ENERGY OF UPPER Ay
Pl (n) WAVELENGTH (nm) | STATE (cm™ 1)
2 308.639 32542.6 12,7
5 310.123 32948.3 24.5
6 310.654 33150.1 28.6
9 312.394 33951.8 40.9
12 314.380 35038.6 53,1
13 315.100 35462.0 57.1
14 315.851 35914.8 61,2
15 316.634 36396.7 6542
17 318.297 37443.9 73.3
18 319,178 38007.9 77.3
19 320.096 38597.8 £1.4
20 321.050 39212.7 85.4
21 322.042 39851, 7 89.4
22 323.073 40513.8 93.4
23 324.145 41198.2 97.5
24 325.260 41903.8 101.5
25 326.418 42629.6 105.5
26 327.624 43374.4 105.5
27 328.880 44137.4 113.5
28 330.186 44917.2 117.5
29 331.546 45712.9 121.6
Table 5.9 SPECTR:AL LINE DATA FOR OH
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In an initial study on the OH spectrumr a number
of other branches of the ZZ:- 2TT system were utilized,

in addition to the P, (n) branch, to determine the

i
rotational temperature. It was found that all of the

; (n) for the
(0.0) system and P; (n) for the (1:1) system gave similar

branches investigated, eg. Py (n), P, (n), Q

results. However the P, (n) branch of the (0:0) system
was chosen because i1t provided the widest range of
useable spectral lines which suffered least from
spectral interferences.

The OH spectra emitted by the dry argon MIP is
produced entirely by the impurity water vapour present in
the plasma gas. The spectra was therefore not very
intense and only the strcngest spectral lines near the
bandhead at 306.4 nm were measurable. Unfortunately this
is the most crowded part of the spectrum where the problem
of spectral interferences is most acute. Measurements
of an OH rotational temperature in the dry argon MIP
would therefore be made using a reduced number of the
least reliable spectral lines given in table 5.9.

As a consequence of this it was decidec to undertake
only a limited study of the OH spectra in the dry argon
MIP, namely the effect of removal of the water vapour

using a cold trap as is described in the next section.
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530l Rotational Temperature of the Dry Argon WMIP.

—————

Concurrently with reasurements on the argon spectra
(section 5,1.1B), 6 of the stronger OH spectral lines
in table 5.9 were measured before and after the cold trap
(section 3.1) was activated. For an MIP operated at
0.1 1 min~! the reduction in the amount of water vapour
reaching the plasma was sufficient to cause a 500%
reduction in the OH spectra emission, Figure 5.9 shows
the effect this had on the distribution of excited states
in the CH molecule and the consequent reduction in the
rotational temperature from 1650 to 1320 deg K. This
confirmed an earlier study when use of a very much less
efficient cold trap had produced a similar though much
smaller reduction in the rotational temperature for MIP's
operated at gas flowrates of 0.1 1 min~} and 0.5 1 min”**

This earlier study had also shown that the rotational
temperature determined for the C.5 1 min~t MIP was
significantly lower by about 25% than that determined for
the 0.1 1 min"1 MIP. ihis is somewhat surprising since
the origin of the impurity water vapour in the argon was
thought to be the BOC cylinder itself and presumably more
water vapour is entering the plasma at a flowrate of
0.5 1 min~' than at 0.1 1 min~2. From the evidence of
the experiments made usinc the ccld trap, a higher
rotational temperature in the 0.5 1 min~t MIP would be
predicted. It may be that the difference in the amount
of water vapour entering the plasma at these two flowrates
was minimal and some other mechanism was responsible for
the difference in measured rotational temperatures.
Certainly the measurements on the analytical MIP described
in the next section lend further weight to the idea of
greater water vapour in the plasma producing higher

rotational temperatures.
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5.3.2 Rotational Temperature of the Analytical MIP

The OH rotational temperature was determined using
all the spectral lines listed in table 5.9 concurrently
with measurements on the argon spectra when different
analyte solutions were introduced into the MIP generated
in the slab-line cavity (section 5.1.2 C) and the T™

Clo
cavity (section 5.1.2 D).

Figure 5.10 shows a graph of Log IK— Log A, versus

K
E, which is typical of all those obtained for the

aialytical MIP. Table 5.10 shows the rotational
temperature results for the two cavity types, argon
flowrates and sample constituents investigated.

For the MIP generated in the slab-line cavity the
rotational temperature is slightly higher at an argon
flowrate of 0.1 1 min~t compared to 1.0 1 min~ 1,

In addition, when a flowrate of 0.1 1 min~l was
used the MIP generat=d in the slab-line showed a slight
sensitivity to the presence of KCl in the sample
solutions, which causes a reduction in the rotational
temperature.

No such sensitivity was exhibited by the MIP

generated in the TM cavity, where rotational

temperatures were cgigistently higher than those in the
MIP generated in the slab-line cavity at the same flowrate.

It may be noted that all of these rotational
temperatures for the analytical MIP's are much higher
than those measured in the dry argon MIP (see previous
section). This increase may undoubtably be attributed
to the larger amounts of water vapour introduced by the
nebulizer.

This suggests that the actual amount of water vapour
present in the MIP is the determining factor regarding
the distribution of excited states with the OH molecule
and hence the rotational temperature in the analytical

MIP.
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OH Rotational Temperature (deg K)

Slab-line Cavity TM010 Cavity
Analyte Matrix Flow = 0.1 1 min.1 Flow = 1.0 1 min-i Flow = 1.0 1 min-l
Blank 3300 3000 3400
-1
5 pg ml Ca 3450 3200
-1 .
20 pg ml Ni 3400 3600
10 pg m1~ ! re 3400 3100 3600
1 mg m1~1 k 3200 3100 3600
-1 -1
5 pg ml Ca 1 mg ml K 3300 3600
-1 . -1
20 png ml Ni 1 mg ml K 3200 3500
10 Hg ml™1 re 1 mg m1™t K 3100 3050 3600
Table 5.10 OH Rotational Temperature in the Analytical MIP
Generated in the Slab-line and TM Cavities

010 .




5.4 Electron Density Measurements.

The width and shape of spectral lines emitted by atoms
and ions in gaseous plasmas have come under a considerable
amount of investigation by physicists concerned with the
interactions between atoms and ions in gaseous plasmas.

From these studies has developed a diagnostic technigue

for electron density measurement applicable to a much

wider field of interest, espeq;911y4 in the determination of
the fundamental physical properties characterizing laboratory
plasmas used for atomic emission spectroscopy.

This electron density diagnostic technique is based on
measurement of the Stark broadening of spectral lines
emitted by atoms or ions in the plasma. A full treatment
of the theory of Stark broadening is beyond the scope of
this thesis and the reader is referred to one of the many
reviews on the subject, Griem, 1964 (57), Baranger, 1962 (95)
or Griem, 1974 (96). However a brief synopsis of the
theory is presented here.

The energy levels in an emitting atom of the plasma
are gsubject to the electric fields produced by charged
perturbers, electronsand ions which interfere with the
frequency spectrum of the emitted photon via the Stark
effect, causing a shift in the wavelength of the spectral
line. Over the total number of emitting atoms and
perturbers these wavelength shifts are smeared out and a
Stark broadened spectral line 1s observed.

The extent of this broadening is dependent to some
degree on the density of perturbers and to the type of
emitting atom. For hydrogen and hydrogen-like atoms, the
wavelength shift produced is directly proportional to the
strength of the electric field geherated by the perturber,
the Linear Stark effect. For other heavier and more
complex atoms, the wavelength shift produced is proportional
to the square of the electric field strength, the Quadratic

Stark effect.

144



Explanation of the effect of the perturber's electric
field on the energy levels in the emitting atom is complex,
therefore simplifying assumptions are made in order to
reduce the problem to one of mathematically manageable
proportions. This simplification has been approached
from one of two directions depending on the nature of the
perturbing particles involved.

For fast moving perturbers like electrons, the effect
of the electric field on the atoms's energy levels has been
explained in terms of the Impact Approximation in which the
generally un4interrupted wavetrain of the photon is
interrupted briefly, with a consequent change in it's phase
and/or frequency by the passage of the perturber.‘ The
impact approximation has been developed, notably by
Baranger, 1958 (97) and by Kolb and Griem, 1958 (98) from
the impact theory of Anderson, 1949 (99) and has it's
origins in the collisional theory of Lorentz, 1906 (100).

For slow moving perturbers like ions, the effect of
the electric field on the atoms's energy levels has been
explained in terms of the Quasi-Static Approximation in
which the perturbation is considered to extend over the
entire length of the photon wavetrain causing an overall
frequency shift. The quasi-static approximation, which
adopts a statistical approach to this type of perturbation
cver all emitting atoms and perturbers was first applied
by Holtzmark, 1919 (10l1]) and has since been modified to
allow for the finite particle motion.

For the range of electron densities considered in

laboratory plasmas (1012 to lO16

cm’3), theoretical
considerations dictate the validity of these approximations
over different parts of the spectral line profile, Griem,
1974 (96). The quasi-static approximation best describes
the far wings of the line profile, beyond the half-width,
whereas the impact approximation is only properly applicable
to the central line region. Comparison of calculated

line profiles with observed spectral lines does, however
show that some discrepancies between theory and experimental
data remain, even for parts of the spectral line profile

well within the validity criteria for each approximation.
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An example of this is the fajlure to observe the structure
in the centre of many hydrogen spectral lines as is
predicted by the impact approximation.

Despite the complexities of producing a general
theory, applicable over all regions of the line profile,
a unified theory of line broadening has been reported by
Smith et al, 1969 (102) and Voslamber, 1969 (103) and for
hydrogen spectral lines in particular by Vidal et al,
1971 (104). The unified theory has permitted the
formulation of normalised line profiles for a number of
hydrogen spectral lines by Vidal et al, 1973 (105).

These profiles cover a much wider range of electron density
than those tabulated by Griem, 1974 (96), giving greater
scope for the applicability of this diagnostic technique.
These tabulations have been used by a number of authors,
e.g. Kalnicky et al, 1977 (106) in the determination of
electron density in an ICP.

Although the impact and quasi-static approximations
and the unified theory have been used to describe the
observed spectral lines from a number of the heavier
elements such as argon, the great majority of theoretical
studies and experimental confirmation work has been
carried out on the light elements, hydrogen and helium.
Consequently, the reliability and precision of electron
density determinations made using, e.g. the Hg svectral
line at 486.13 nm is considerably better than for the

spectra of other elements.
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5.4.1 Practical Electron Density Determinations in the MIPp.

The profile of Hg observed in the dry argon MIP
under all operating conditions was found to be symmetrical
with a complete absence of the intensity dip in the centre
of the profile predicted by theory. This is probably due
to the low electron density in the dry argon MIP (section
5.4.2), since theoretical predictions show a positive
correlation between the depth of the intensity dip and the
electron density itself. Since the peak intensity of %5
was therefore uniquely determined, the electron density
could have been calculated from the half-width parameter
only, Griem, 1964 (57). However, Vidal et al, 1973 (105)
in their tabulations of normalized line profile for hydrogen,
point to the dangers of using only the half-width of the
line profile to determine electron density because of the
uncertainty in the theory of predicting the shape, and
hence the peak of the line centre. In addition, under
certain operating conditions when the sample introduction
system was used, the intensity dip in the line centre was
observed and the peak intensity was not uniquely determined.

In view of this, it was decided to use a method which
compared the entire observed spectral line profile with a
suitably corrected theoretical profile in a 'best fit!
approximation to determine electron density rather than
rely on half-width only.

Recently Goode and Deavor, 1984 (107) reported
measurements of the electron density in an argon MIP using
such a method. They compared theoretical %5 line
profiles, calculated for a number of electron densities
with experimentally measuraﬂlﬁg spectral lines using a
least squares fit computer program. Professor S.R.Goode
of the Department of Chemistry, University of South
Carolina, USA has been kind: enough to supply a copy of
the Fortran program they used, which has been adapted to
run on a VAX computer and used to process the experimental

data obtained from the MIP investigated in this work.
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Vidal et al, 1973 (105) tabulate values for the
normalized line profile, S(/A\ o ) of the Hg spectral
line for electron densities between lO11 and 1o17 cm-3.
[}cc is called the 'reduced Stark parameter' and is
related to the wavelength perturbation, /A N measured in

Angstroms from the line centre by the equation.

AN = Fox Aec 5.6

where 'Fo' is the normal field strength due to the
electrons, often referred to as the Holtzmark potential,
which measured in SI units is given by the equation
(Griem, 1974 (96), chapter II.2a),

Fo = 2.603 x e x (Ne)w3 5.7
where 'e' is the charge on the electron and 'Ne' is the
number density of electrons in cm_3. Substituting
'e' = 1.603 * 10"19 Coulomb into Equation 5.7 gives.

Fo = 4.17 x 16°7 x (N )*"? 5.7

Combining equations 5.6 and 5.7 gives

AN= 4.17 x 10°1%%x Aec SIS RE- -

Before using the theoretical Stark profiles, it is
necessary to consider two other broadening mechanismswhich
affect the shape of the observed spectral line, namely
Doppler broadening due to the random kinetic motion of the
plasma particles and instrument broadening caused by the
optical measurement apparatus.

In order to determine the extent of Doppler broadening
on the Hg spectral line, the gas temperature was measured
in that part of the MIP which extended outside the confines
of the discharge tube. Using a chrome alumina thermocouple
a value of 1000 ¥ 100 deg K was measured. The gas
temperature within the main body of the plasma is expected to
be higher in view of it's higher electron density (section
5.4.2 A).

Even given the discharge tube corrosion problem
(section 6.3.2), it is unlikely that the temperature of the
main body of the MIP is significantly higher than the
melting point of quartz (1700 deg K). A figure of 2500
deg K was therefore assumed and a suitable Doppler profile

Calculated.
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The instrument profile was measured using an He-Ne
laser and was found to be approximately Lorentzian in
form with a half-width of 0.032 or 0.016 nm depending on
the slit width used.

The Fortran program does not use the electron
temperature, Te as a free parameter in the least squares
fit. Goode and Deavor, 1984 (107), report that the .
electron density calculated is hardly affected by the
value of Te used, probably due to the theoretical Stark
profiles having only a slight dependence on this parameter.
Convolution with a suitable Doppler profile, further
reduces the difference between successive sets of S(Aec),
for different Te.

In view of this, and the argon excitation temperatures
measured in the MIP (section 5.1), a T, of 5000 deg K was
assumed and the appropriate set of theoretical Stark
profiles selected from the tabulated data of vidal et al,
1973 (105).

Another Fortran program (appendix A 5) was written to
process the theoretical Stark profiles into a form that the
least squares fit program could use. This entailed
re-calculation of the S(Aeoc¢) profiles to a linear wavelength
scale and convolution with Doppler and instrument profiles.

Experimental H/g spectral line profiles were recorded
on chart paper as the monochromator was scanned at 0.1 nm
min ~ across the wavelength region. Using a suitable
over-lay grid, the profiles were digitized at 0.01 nm
intervals and the profile intensity ordinates organised
into suitable data files for use by the least squares fit
program,

The least squares fit program calculates a mean half-
profile from the red and blue halves of the original
experimental profile. After normalisation, the
experimental and theoretical Stark profiles are compared.
Because of the failure to observe the same degree of structure
in the centre of the H/g spectral line as predicted by
theory, there is a significant lack of fit in the region near

the line centre wavelength. The present curve fit therefore
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excludes this central region of the profile. The program
estimates the two theoretical profiles which 'bracket' the
experimental profile using an interval-halving algorithm,
James et al, 1977 (108). Iteration of this process reduces
the interval between bracketing theoretical profiles until
the electron densities calculated from successive estimates
are within 5% and the best fit theoretical Stark profile

is obtained. The calculated electron density is written to
a result file, .together with information on the particular
experimental operating conditions. Intensity data for
experimental and theoretical Stark profiles was also output,
permitting a graphical comparison between the two.

The profiles shown in figure 5.11 a) and b) for a dry
argon MIP and the analytical MIP respectively, are typical
of the narrowest and widestlﬁg spectral lines observed.

Both MIP's were operated at a flowrate of 1.0 1 min_l,
net input power of approximately 65 W and similar viewing
zones were employed. Figure 5.11 therefore clearly
demonstrates the effect on %ﬂ» , and consequently the
electron density, caused by the introduction of water
vapour in the MIP.

For both narrow and wide spectral lines, the curve fit
is seen to be quite good beyond the half-maximum intensity
point, giving confidence in the validity of this method
over the range of electron densities encountered in the MIP.

The lack of fit near the line centre is as expected.
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5.4.2 Electron Density in the Dry Argon MIP.

Ae With the slab-line cavity oriented in configuration

A (section 3.1) the electron density was determined at
different 'viewing zones' along the length of the dry
argon MIP. This was achieved by adjustment of the cavity
height with respect to the optical measurement system.

An argon flowrate of 0.1 1 min-1 and net input power of

77 2 3 W was used. Figure 5.12 shows the result, both
graphically and with reference to the actual positions
within the slab-line cavity.

For the greater length of the MIP, extending both
above and below the end of the inner conductor, the MIP
completely fills the cross-section of the quartz discharge
tube. It is in these regions that the highest electron
densities were found.

The rapidly diminishing electron density in those
regions of the MIP extending outside the confines of
the cavity is to be expected since the microwave energy
available to excite the plasma should be much reduced
(ideally approaching zero).

The lower electron density at the centre of the MIP,
near the end of the inner conductor is caused by the
constriction in the plasma which reduces it's luminosity

to almost zero.

B. At the viewing zone 10 mm below the end of the

inner conductor, the dependence of electron density on

argon flowrate was investigated for net input powers of

53 X 2 and 123 % 4 w. The results are shown in figure

5.13 a) and important features aré summarised in table 5.11.
The electron density is seen to be highly dependent

=1
on flowrate, especially over the range 0.04 to 0.5 1 min ".

Above about 0.7 1 min-l, the electron density attains a
stezdy value. The electron density is also more dependent
on input power at the lower flowrates than at higher

flowrates.
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Increasing the flowrate from 0.04 to 1.37 1 min—1
also caused a factor of 10 decrease in the intensity of
Hﬂ , for both input powers (figuie 5.13 b) again, mostly
over the range 0.04 to 0.5 1 min ~. A preliminary
investigation of the dry argon MIP had indicated a similar
decrease in the intensity of the 22:"2TT OH molecular
spectra (section 5.3) for increasing flowrate. This is
not surprising since the H and OH plasma species result
from the disassociation of impurity water vapour in the
argon, the rate at which the latter process occurs
therefore most probably determines their spectral intensity.

Since the intensity of all argon spectral lines
investigated increased as the flowrate was increased from
©.04 to 1.37 1 min~ > (section 5.1.1), this suggests an
energy transfer betweern different processes within the

MIP as the flowrate is altered.

Electron Density (x 1014cm-3)
Flowrat
(1 min ™) Input Power = 53 W Input Power = 123 W
0.04 5.0 12.5
0.5 5.3 7.1
1.37 5.0 6.0

Table 5.11 Dependence of Electron Density on Flowrate in the
Dry Argon MIP.

C
) . =1
For argon flowrates of 0.1, 0.5 and 1.0 1 min ~, the

dependence of electron density on input power to the cavity
was investigated at the viewing zone 10 mm below the end
of the inner conductor.

The electron density, for each flowrate, is plotted as a
function of input power in figure 5.14 which clearly shows the
higher electron density at 0.1 1 min~ 1 compared to either of
the higher flowrates. Electron density is similar at elther
0.5 or 1.0 1 min~ ! flowrates. This therefore confirms the
result data presented in figure 5.13 a). As the input
power was increased from 50 to 130 W, the electron density
increased by 30 %, and the intensity of Hg by 10%, for ali

3 flowrates.
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De.
To ascertain what effect the tube dimensions might

have on the plasma excitation conditions, the electron
density was measured in a dry argon MIP contained in
different size discharge tubes using a flowrate of 0.1 1 min~?
and net input power of 77 2w,

The dimensions of these tubes, and the value of
electron density measured at the viewing position 10 mm
below the end of the inner conductor are given in table 5.12.
Figure 5.15 shows an enlarged view of the end of the inner
conductor and the discs represent cross-sections through
each tube sige investigated.

The dry argon MIP generatéed in the slab-line cavity
was contained in discharge tube 1, However, when the
sample introduction system was added, it was necessary to
change to discharge tube 4 for the reasons stated in
section 6.3.2.

When the unloaded slab-line cavity is tuned (section
4,1) the electric field maxima is a distance equal to A /4
(30.6 mm) away from the end wall of the cavity. However,
when the quartz discharge tube and MIP are introduced, the
cavity is slightly detuned and the electric field maxima
shifted from it's unloaded position.

The positions of the electric field maxima, marked on
figure 5.15 for each discharge tube investigated, were
calculated from the minima in the voltage standing wave on
the slotted line (section 4.3). The position of the
electric field maxima in the unloaded cavity 1is also shown.

With the exception of tube 2, the results show a
positive correlation between the electron density and the
proximity of the electric field maxima to the !'IP. However,
the peak of the maxima in the voltage standing wave on the
transmission line are flat and wide, unlike the very narrow
and steep voltage minima (section 4.3). The observed
shifts in the position of the electric field maxima in the
cavity for different discharge tubes are therefore unlikely
to cause a significant change in the power incident on the
MIP and hence presumably it's electron density. Furthermore,
the electron density in the dry argon MIP is relatively
insensitive to changes in the microwave power applied to the
cavity. |

158



Again with the exception of tube 2, the MIP's electron
density decreases as the discharge tube ID is increased,
e.g. switching from tube 1 to tube 4 caused a 60% reduction
in the electron density measured in the dry argon MIP.

This implies that when compensation is made for tube
dimensions, the electron density in the analytical MIP
(section 5.4.3) is actually even greater than that measured
in the dry argon MIP by an additional factor of 1.6. The
precise value of this factor should however, be regarded
cautiously, since operational considerations for the
analytical MIP dictated that changes were made to, e.g.

the cavity orientation (section 3.1) and the inner
conductor configuration (section 4.1). A

The anomalous result for tube 2 may be due to a feature
of this MIP which was different to the other MIP's. The
sodium emission, seen previously in the region of the MIP
opposite the end of the inner conductor, was particularly
intense and extended into the viewing zone used by the
optical system. Although this would not have directly
affected measurement of}%a , it may have signified a change
in the plasma excitation conditions, since the sodium
emission was previously always associated with a region of
lower electron density. Quite why this should occur with
this discharge tube is unclear and especially since no
additional source of sodium was identified.

Slight corrosion of the discharge tube wall was also
noticeable after only 1 hours operation, compared to the

several hours normally experienced for the other discharge

tubes.
Tube ID (mm) OD (mm) WT (mm) Electrgz Degiity
- (x. 10 cm )
1 1.0 6.0 2.5 9.3
2 1.0 3.0 1.0 6.5
3 1.5 5.0 1.75 6.7
4 2.0 6.0 2.0 5.6
S 2.0 6.5 2.25 5.9
ID = Internal Diameter. OD = Outside Diameter.
WT = Wall Thickness. ;
4 -
Tolerance on Electron Density = 2 0.5x% 10‘ cm
Table 5,12 Discharge Tube Sizes Used and easured Electrcn
Densitx.
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Figure 5.15 Enlarged View of the Slab-line Cavity Inner
Conductor and Discharge Tubes.

E.
The electron density was measured at the viewing zone

17 mm below the end of the inner conductor before and after

the cold trap (section 3.1l) was activated. An argon
flowrate of 0.1 1 min—1 and net input power of 75 I 2w was
used.

Removal of the majority of the water vapour from the
argon in this way caused a 40% reduction in the electron
density. This, and the measurements in the analytical
MIP (section 5.4.3 A), suggest that the water vapour
loading of the MIP is highly influential in determining

electron density.
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5.4.3 Electron Density in the Analytical :'Ip.

A.

The electron density was determined concurrently with
measurements on the argon spectra (section 5.1.2 A) for
3 viewing zones and sample uptake rates (SUR) in the MIP
generated in the slab-line cavity. Comparing the results
in table 5.13 with the results of the equivalent
investigation in the dry argon MIP (section 5.4.2 A), the
electron density is seen to be much higher in the
analytical MIP. Despite some alteration to the
operational conditions for the slab-line cavity, -this
increase in electron density is considered to be almost
entirely due to the introduction of large amounts of water
vapour via the nebulizer. The shape of the electron
density 'profile', i.e. the variation of electron density
along the length of the MIP, is however, very similar to
that determined for the dry argon MIP,

Comparing the results in table 5.13 with table 5.4 in
section 5.1.2 shows that regions of high electron density
in the analytical MIP are associated with regions of high
argon excitation temperature. Both of these parameters
approach their respective minimum values in the region
of the MIP used for optimum spectrochemical performance
(section 6.5.1). Here, it should be noted, electron
densities are comparable with those found in the dry argon
MIP.

The electron density shows little or no dependence on the
SUR used, which is somewhat surprising in view of the
sensitivity of this parameter to introduced water vapour.
It seems likely therefore, that the restrictive spray
chamber employed (see figure 6.3, section 6.3.2) limited
the amount of water vapour entering the MIP, irrespective
of the SUR.

The electron density measured in the analytical MIP
operated at a flowrate of 1.0 1 min—1 using the Babington
nebulizer was identical to that measured when the crossflow
nebulizer was used. Removal of the auxiliary argon supply

, =1
and stabilization at a flowrate of 0.1 1 min caused the
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electron density at viewing zone 2 to reduce by 25% to

27.0 X 1014 cm-3. This is the opposite behaviour to

that observed in the dry argon MIP (see section 5.4.2 B)

Electron density (x 1014 cm—3)

Viewing Zone

(see figure 5.3 SUR = 0.5 SUR = 1.0 SUR = 1.5
42.0 42.0 49.0
2 38.0 38.0 37.0
23.0 20.0 23.0

Argon Flowrate 1.0 1 min—1 Net Input Power = 65% 3 w

Sample Solution = blank SUR measured in ml min T.

Table 5,13 Dependence of Electron Density in the Analytical MIP
on Viewing Zone and SUR in the Slab-line Cavity.

Be

Concurrently with measurements on the argon spectra
(section 5.1.2 C), the electron density was determined when
different sample solutions were aspirated into the MIP
generated in the slab-line cavity. The results are shown
in table 5.14 for the 2 argon flowrates used. This followed
the introduction of a more suitable spray chamber and
spectrochemical parameter optimisation (section 6.5). The
tolerances on electron density are calculated from the results
of several HA? line scans taken under identical operation

conditionse.
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Solution Electron Density (x 1014 cm-3)

Analyte Matrix Flowrate = 0.1 Flowrate= 1.0
Blank 9.0 14.5
5 pg m1™1 ca 9.3
20 ug ml™1 Ni 5.0
10 ug m1~1 re 9.3 19.0
1 mg m1™1 k 5.0 15.5
5 Mg ml™t ca " " 5.0
20 pg m1~t Ni " " 7.2
10 ug ml~! Fe " " 6.5 20.5
Net Input
Power = 79 X 5 W(Flowrate = 1.0 1 min~t all samples).
= 76 ¥ 3 W(Flowrate = 0.1 1 min-l all non K samples).
= 68 X 2 W(Flowrate = 0.1 1 m:i.n"1 all K samples).
Tolerance on electron density = ¥ 0.3 x 1914 cm™3
(Flowrate = 0.1 1 min 7).
Tolerance on electron density = 2 0.5 x 1914 crn'-3
(Flowrate = 1.0 1 min 7).
Viewing Zone = 12.5 mm below top cavity plate.
Flowrate measured in 1 min~>. SUR = 0.75 ml min~ T,

Table 5.14 Dependence of Electron Density on Sample
Constituents in Analytical MIP generated
in the Slab-line Cavity.

A higher electron density in the analytical MIP operated
at a flowrate of 1.0 1 min~1, compared to a flowrate of
0.1 1 min~? is again observed. Since the same spray chamber
was used at both flowrates, it can only be assumed that this
is because more water vapour is carried into the NIP at

the higher flowrate.
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The addition of K = to the samples caused dramatically
different responses, depending on the flowrate used.
Whereas in the MIP operated at 1.0 1 min t flowrate, the
addition of K caused a slight increase in electron density,
it caused a large decrease in electron density in the MI
operated at 0.1 1 min~l flowrate. This decrease was
aceompanied by an increase in the reflected power from the
cavity, which caused the change in net input power noted in
table 5.14. It was not considered advisable to retune the
double stub tuner to maintain constant input power.

An interesting correlation was found between this
variation in electron density and the matrix factors
(section 6.6.2).

In the MIP operated at a flowrate of 0.1 1 min~1

y
matrix factors were generally greater than 1, i.e. analyte

signal enhancement. However, in the MIP operated at a
flowrate of 1.0 1 min_l, matrix factors were generally less
than 1, i.e. analyte signal depression.

Clearly the sensitivity of the MIP generated in the
slab-line cavity to an interfering K matrix is linked
to the electron density.

At both argon flowrates, the aspiration of Fe samples
also caused an increase in the electron density, although
in the MIP operated at a flowrate of 0.1 1 min—l, this was
only in the presence of K. In the MIP operated at
1.0 1 min-l, the aspiration of 10 jg ml~! re samples
actually caused a much greater increase in electron density
than did 1 mg mi”t k.

The aspiration of Ni samples into the I“IP operated
at 0.1 1 min-l also caused an increase in electron density,

although this again was only in the presence of K.
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c. The electron density was determined in the MIP

generated in the TMOlO cavity, concurrently with
measurements on the argon spectra (section 5.1.2 D)
when different samples were aspirated.
The results in table 5.15 show comparable electron
densities to the MIP generated in the slab-line cavity at
a flowrate of 1.0 1 min~I. Much higher electron densities
would have been expected due to the axial viewing of the
main body of the plasma by the optical system. Failure to
observe this is probably as a result of the corrosion of
the discharge tube which progressively removed the MIP from
the line of sight of the optical system (section 6.3.2).
The relatively poor precision of the electron densities

determined for the MIP generated in the TM cavity, a

010
result of plasma instability problems (section 3.1),mask
any conclusive evidence for the electron density's

sensitivity to particular sample constituents.

14 -3

Solution Electron Density (x 10 cm ).
Analyte Matrix
Blank 20
5 ug mi”! ca 21
20 pg m1™t1 Ni 18
10 pg ml~ ! Fe 23
1 mg ml ~ K 23
5 pg m1™ ca " " 21
20 ug mi”t Ni u v 26
10 pg ml™! re " " 25
Net Input Power = 92 5w

-3
Tolerance on electron density = o x 1014 cm .

Viewing Zone = Axial down lingth of discharge tube.  _,
Argon Flowrate = 1.0 1 min ~. SUR = Q.5 ml min .

Table 5.15 Dependence of Electron Density on Sample
Constituents in the Analvtical MIP generated

in the TMOlO Cavitye.
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Chapter 6. Spectrochemical Investication of the MIP.

6.1l Introduction

A sample introduction system was developed to enable
a pneumatic nebulizer to be directly coupled to the MIP
and it's suitability for use in the spectrochemical
analysis of solutions investigated for a number of elements.
Using a spray chamber similar to that used in a
commercially available ICP source, two nebulizers were
separately used to support argon MIP's generated in the

slab-line cavity having gas flowrates of 0.1 1 min~! and

1.0 1 min~ 1. When the MIP was generated in the ™™y
cavity at an argon flowrate of 1.0 1 min~! a different
spray chamber with a side exit for the sample aerosol was
used. These three sample introduction systems are
discussed in greater detail in the following sections of
this chapter.

Table 6.1 lists the elements for which the spectro-
chemical performance of the MIP was investigated.
Elements were chosen with a range of first and second
ionization potentials and where possible, ionic as well
as atomic analyte spectral lines were observed. The
spectrochemical performance of the MIP will be critically

compared to the published results for:-

a) similar MIP systems eg. Beenakker et al, 1978 (20)
and Kawaguchi et al, 1972 (32)

b) ICP systems eg. Boumans and De Boer, 1976 (33)
and Kornblum et al, 1979 ( 7)

c) CMP systems eg. Dahmen, 1981 (36)
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Element . Spectrum Wavelength Ionisation Potential Atcmic No.

(nm) I (ev) II
Al I 396.15 5.96 18.74 13
Ca I 422,67 6.09 11.82 2C
IT 393,37
396.85
Co I 345,35 7.81 17.3 27
Fe I 371.99 7683 l6.16 26
373.49
381,58
Li I 670.78 536 75,26 3
Mn I 403.08 Te41 15.70 25
Ni I 341.48 7T.61 18,2 28
352.45
361.94
Pb I 405.78 7.38 14.96 82
Sr I 460.73 5.67 10.98 38
II 407.77

Table 6.1 Table of Elements Investigated in the MIP
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Dol Modification to the Detection System.

The detection system of the monochromator described
in chapter 3 was slightly modified when the assessment
of the spectrochemical performance of the MIP was made.

The supplementary equipment used is listed in table 6.2

Item Description Make
AC Amplifier 'Lock in' type Brockdeal
1pv - 100 mV Sensitivity 401A
1l Hz - 50 kHz Frequency
Range
Signal HP 97S Programmable Hewlett
Integrator Calculator with BCD Packard

Data Interface Adaptor.

Light Chopper 8 Blade, 240 V
Disc 50 Hz operation
Chopping Frequency 400 Hz

Table 6.2 Equipment Added to the Monochromator Detection
System.




Belel The Brookdeal AC Amplifier.

It is important when making either spectroscopic or
spectrochemical measurements on the MIP that if, over a
time interval of several minutes the input signal to the
amplifier should remain constant then the output signal
should also remain constant or drift by a negligible
amount. The DC amplifier used when making the spectro-
scopic measurements on the MIP proved to be more than
adequate in this respect as would be expected since
modern integrated circuit OP-AMPS and ancillary components
were used which possess excellent stability characteristics.
However, due to the relatively long integration times used
here it was decided to replace the DC amplifier with a
Brookdeal 401A lock in AC amplifier and use a chopped
light path between the MIP and the monochromator because
this provides inherently low drift performance.

The signal input of the Brookdeal amplifier was
connected in parallel to the anode load resistor of the PMT.

A resistor potential divider (ratio approx <+ 5)
was connected to the output of the Brookdeal amplifier
to match the latters I 1 volt maximum output signal to
the ¥ 200 mv input range of the DPM. This potential
divider was placed in the 'distribution box' (figure 3.11

section 3.6).
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6ele2 The Signal Integrator

The sample introduction system described in
section 6.3 delivered sample aerosol to the plasma
at an approximately steady rate governed by the argon
flowrate and the sample flowrate to the nebulizer.
There are however, small random fluctuations in the
concentration of the aerosol entering the plasma which
cause fluctuations in the spectral emission intensities
of the analyte atoms observed by the optical system.
To average out these fluctuations a signal integrator
was constructed using a digital panel meter and HP 97S
programmable calculator. This hardware was described
in section 3.6.2, where it was configured, using the
appropriate software, as a data logger. The main
points of the signal integrator program are summarised

below,

1) Data corresponding to the analyte or blank signals
emitted by the atoms introduced into the MIP was entered
into the calculator using an identical method to that
described in section 3.6.2. Ten consecutive data entries
in a period of approximately 13 seconds formed the
standard integration period of the program. This rate

of data entry corresponded to the maximum that could

be practically achieved with the HP 97sS.

2) The standard integration period was repeated 5 times,
corresponding to the entry of 50 values of signal level
and a mean signal reading with a standard deviation were

then evaluated by the calculator.
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3) The measurement process described in 2) was
repeated 5 times, corresponding to the entry of 250
values of signal level in 25 consecutive 13 second
integration periods, and a final mean signal level,
with a standard deviation, SD was evaluated. These
values were then used to calculate the spectrochemical

parameters for the various elemental atoms (Section 6.4).

6.2.3 The Light Path Chopper.

An eight bladed chopper disc was mounted directly
in front of the monochromator entrance slit and driven
via a flexible Bowden cable from a 240 V A.C synchronous
motor. The 400 Hz chopper reference signal input to
the Brookdeal was derived from an IR sensitive diode
illuminated by a 12 V tungsten filament lamp through

the arc of the chopper disc.

171



6.3 Sample Introduction Systems

6e3e1 The Nebulizer

(A) The Crossflow Nebulizer

When operating the MIP with sample aerosol
introduction at a total argon flowrate of 1.C 1 min-l,
a nebulizer of the crossflow type, similar to that
described by Kniseley et al, 1974 (19) was employed.
This nebulizer, supplied by Pye Unicam, was a Hilger
device originally designed to operate in atomic
absorption flame spectrometers at gas (normally air)
flowrates of 5 1 min I. Using small bore stainless
steel capillary tubing of the appropriate dimensions,
it was sleeved down to operate on an argon flowrate of
1.0 1 min~*. Figure 6.1 illustrates this nerulizer
in the form finally used with the MIP. The relative
positions of the sample and gas capillaries were
optimised, using various packing shims and the lateral
adjustment screws, to achieve a fine aerosol spray from
the nebulizer. For this procedure the aerosol was
viewed against a dark background with the nebulizer
spraying into an open space.

The original development work on this nebulizer,
and other types originally tested, was carried out
durinc an initial working period at the collaborating

industrial establishment (Pye Unicam of Cambridge).

(B) The Babington Nebulizer

When operating the MIP with sample aerosol introduction
at a total argon flowrate of 0.1 1 min—l, a nebulizer
constructed on the Babington principle was used (Babington
1973 (24)). This particular nebulizer was developed by
Ripson et al, 1981 (28) during their work on the low
flowrate ICP. Construction of such a nehulizer is fairly
demanding since to achieve the desired gas flowrate of
0.1 1 min~? it is necessary to drill a 100 pm cizmeter

hole in stainless stvel over a length of 2mm.
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Figure 6.2 The Babinaton Nebulizer.
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It was not possible to get a nebulizer manufactured
to this specification by the engineering and manufacturing
establishments whc were approached. However, it was
possible to borrow such a nebulizer from Professor de Galan
of the Delft Technische Hogeschool, Netherlands for which
sincere thanks are extended. Figure 6.2 illustrates the
Delft Babington nebulizer with the sample introduction

tube optimally positioned.
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6e3.2 The Spray Chamber and Discharge Tube.

The intolerance of the atmospheric pressure argon
MIP to the large amounts of water that can be introduced
when using a pneumatic nebulizer has been reported by
several authors, eg. Lichte and Skogerboe, 1973 (32).
Beenakker et al, 1980 (10) found it necessary to use a
restrictive spray chamber in order to remove most of
the water droplets prior to entering the MIP, Fallcatter
et al, 1971 (11) found that aerosol desolvation was
required in order to achieve satisfactory results.

Since it was not intended to use any form of aerosol
desolvation in this MIP, it soon became obvious that the
design of spray chamber used was going to have a critical
role in whether an atmospheric pressure argon MIP with
direct sample aerosol introduction could be reliably
maintained so that spectrochemical measurements could be
made.

The design of spray chamber used first was strongly
influerced by that described by Ripson and de Galan,

1981 (2¢) in their development of the low flowrate ICP.
However this spray chamber proved to be unsuitable since
it allowed too much aerosol tc enter the MIP and, it was
suspected, did not remove enough of the larger water
droplets. This spray chamber was modified in stages by
the inclusion of restrictive baffles until the aerosol
entering the plasma was fine enough for the MIP to be
reliably maintained at sample flowrates up to 1.5 ml min—i.
Figure 6.3 illustrates the side exit version of this spray
chamber used when the analytical MIP was generated in the

™510 cavity.
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Although actual aerosol droplet size and distribution
was not measured in this study, back illumination of the
aerosol (through the glass walls of the spray chamber)
using an ordinary tungsten filament lamp was found to be
useful is assessing the effect of modifications to the
internal baffles on the aerosol delivered to the MIP.

The use of such baffles did give rise to a noticeable
though transient 'memory effect' when changing from one
sample solution to another. eg. 10 png ml~1 Fe to deionized
water. It could typically take 1 minute for all of the
Fe to be flushed through the spray chamber such that its
emission signal was no longer detectable by the optical
system. Although this would have been no more than an
inconvenience in this study it was appreciated that the
use of such a spray chamber would hardly be practical in
the typical analytical laboratory environment. Also,
given the mineral acids and organic solvents commonly used
in spectrochemical analysis, the baffles would have a very
short lifetime. It was therefore decided to look for
another, more sultable type of spray chamber.

The second type of spray chamber employed was a 0.8
scale version of a commercially available ICP source unit,
the Philips PV8490, described by Boumans and Lux-Steiner,
1982 (37). This employs a spherical obstruction, or
flow spoiler onto which the aerosol from the nebulizer
impinges. The action of the flow spoiler is to further
divide the large water droplets present in the aerosol.

It is from the relatively calm region behind the flow spoiler
(relative to the nebulizer) that the aerosol is transported
to the plasma via a hole in the back of the flow spoiler
itself.

When initially operating the MIP with this spray
chamber, a phenomena was observed whereby the MIP would
sporadically splutter and occasionally be extinguished.
Investigations into the likely causes of this gave rise to
the theory that large water droplets were being removed

from the rear wall of the spray chamber by the action of
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the aerosol and these droplets were reaching the back

of the flow spoiler and being carried up to the MIP.

To test whether such a mechanism might be responsible

for the erratic behaviour of the MIP, a second version of
this spray chamber was constructed with the rear wall moved
back by 1Omm relative to the flow spoiler., when the MIP
was operated with this spray chamber, the erratic behaviou:
previously observed had disappeared and this version,
illustrated in figure 6.4, was used for all subsequent
MIP's generated in the slab-line cavity.

Parts from the polypropylene spray chamber used in a
Pye-Unicam SPY9 atomic absorption spectro-photometer were
modified in order to mount the nebulizers into either of
the spray chambers shown in figures 6.3 and 6.4. Figure
6.3 shows the end plate suitable to carry the Babington
nebulizer and the tapered adaptor to fit intc the female
B40 taper on the end of the spray chamber. A similar
end plate was used to mount the crossflow nebulizer
into the spray chamber.

All the sample introduction systems used an identical
U tube drain, shown attached to a spray chamber iIn figure
6.4, to remove the excess samgle solution. The uneqgual
diameters of the tubes on either side of the rtend assist
in damping any oscillations of the drain fluid level
following an inrush of fluid from the spray chamber.

The discharge tube used for both the MIP generated in
the slab-line and TMOlO cavities is shown attached to a
spray chamber in figure 6.4. An internal diameter (ID)
of 2mm was used so as to maximise plasma stability and
tolerance to introduced water vapour, which was found
to be worse in smaller ID tubes. The overall length of
the discharge tube was kept as short as was practically
possible to prevent condensation of the sample aerosol on
the walls of the tube before reaching the MIP. Also a
smooth transition from the quartz S13 ball joint to the
quartz discharge tube was preferainle to ensure laminar

flow of the aerosol and argon as it entered the plasma rec.on.
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The lifetime of a discherge tube was determined by
the extent of corrosion where the MIP was attacred t-
the tube wall. A tube became unserviceable when the
corrosion had eaten almost completely through the wall,
after which it was difficult to ignite or maintain the
MIP. Since only limited stocks of 6.5 mm outside diameter
(OD) tube were available (wall thickness = 2.25 mm), it
was necessary to use 6.0 mm OD tube giving a wall thickness
of 2.0 mm., In normal operation these discharge tubes
would last approximately 1CO hrs,.

When the MIP was operated in the slab-line cavity the
plasma formed was always attached to the rear wall of the
discharge tube which is therefore where the corrosion took
place. Thus there was no obstruction of the light from
the plasma reaching the optical system via the front wall
of the discharge tube. Only when a discharge tube was
nearing the end of it's life did the corrosion start to
extend around the front walls.

When the MIP was operated in the TM cavity, light

from the plasma was always viewed axiallglgnd SO corrosion
in this respect again was not a problem. However, the
plasma did tend to disappear from the line of sight of the
optical system as it ate into the discharge tube wall and
this necessitzted renewal of the discharge tube after
approximately 10 hrs.

Sample introduction systems of this type, commonly
employed in the ICP normally exhibit poor efficiencies of
sample delivery to the plasma, usually less than 5% and
the systems used here were not exceptions to this norm.

The average efficiency for all 3 systems was
approximately 3%, determined by measuring the volume of
waste solutions drained from the spray chamber over a fixed
interval of time for a known delivery rate to the nebulizer.
This is NOT an accurate method and gives only an approximate
figure for efficiency. More accurate methods have been
described recently by Smith and Browner, 1982(109).
Collection of the drain solution would commence only after
the inside walls of the spray chamber were uniformly wetted
by the aerosol and a stable MIP had beer maintained for

approximately one hour, th.s the sample introduction systen

was stabilized from nebulizer to drain.
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6.3.3 Sample Solution Delivery & Solution Preparaticn.

Sample solutions were delivered to both the
crossflow and Babington Nebulizers using an LKR
Microperpex 2132 peristaltic pump. Forced feeding of
sample solutions to the crossflow nebulizer is desirable
to achieve a constant sample flowrate but is actually
essential with the Babington nebulizer, which does not
produce a sample uptake vacuum of its own.

The Microperpex peristaltic pump was chosen in
preference to pumps from other manufacturers because it
was felt that its multiple roller pump head would give
the smoothest delivery of sample solution to the nebulizer.
However, in practice it produced very small pulsations
in the fluid flow which were clearly visible as pulsations
in the aerosol produced by the nebulizer. This had a
slight but noticeable affect on the stendard deviation
of the analyte and blank signals recorded by the optical
measuring system. In order tc eliminate these aerosol
pulsations a pulse damper was introduced intc the sample
line between the pump and the nebulizer. The pulse damper
(figure 6.5) consisted of a T-piece and a 1 ml disposable
medical syringe. The trapped volume of air in the syringe
absorbed the energy of the pulsations and ensured a smooth
flow of solution tc the nebulizer. Because of the
imperfect air tightness of the damper the sample sclution
did slowly creep up the tube connecting the syringe to
the T-piece, albeit over a long period of time. This
solution was conveniently expelled by a slight movement
of the syringe plunger to eliminate any possibility of
contamination of the sample being aspirated with that
previously used. Since the pulse damper was in parallel
with the sample delivery tube it did not increase its'
dead volume. Therefore the time taken for a sample
solution to replace the previous solution in the tube was

unaffected by the presence of the damper.
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1 mg ml"1 standard soclutions as used in atomic
absorption spectrophotometry (AAS) were diluted in
deionized water to produce the desired sample
concentrationse. These were approximately 10 to 100
times the expected detection limits defined in section
6.4. To investigate the effect of an interfering
matrix on the detection limit for all the elements
tested sample solutions containing 1 mg ml-l K (KC1l)
were delivered to the nebulizer., These solutions
were prepared by dissolving the appropriate quantity

of the solute in deionized water.

Sample Solution

“L\\\\:? Nebulizer

~3

1 ml Disposable
Syringe

Sample Solution

from Pump

Figure 6.5 The Pulse Damper
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6.4 Definition of Spectrochemical Parameters.

The detection limit for the elements investigated
in the MIP is defined as the concentration of that
element that would produce a net line signal equal to
twice the relative standard deviation, Cfé of the back-
ground signal as described by Boumans and de Boer, 1972
(12), 1975 (29). O was evaluated from 25 consecutive,
13 second integrations of the background signal, Xg
(section 6.2.2), when the monochromator was set to the
wavelength of the analyte line and an H20 blank
solution was aspirated into the MIP.

The net analyte signal, XL was measured when the
sample element of given concentration, C was aspirated

into the MIP and evaluated from the expression

Xy, = X1 +B = Xp

where XL+B is the analyte plus background signal (see
figure 6.6). The signal to background ratio (SBR) was
tha2n evaluated from

SBR = XL/ XB

The detection limit, C, for the element was then

L
calculated using the definition above from

C = 2.65 C
SBR

L

L+B

Figure 6.6. Analyte, Background and Net Line Signals.
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Measured values of Cfé were closely scattered around
a value of 0.006 for the two MIP's generated in the
slab-line cavity, suggesting that these systems were
fluctuation noise limited. However, the individually
evaluated values of Cfé for each spectral line of the
elements investigated were used in calculating CL'
Measured OB values in the MIP generated in the TMOlO
cavity were scattered around a value of 0.01 with a much
larger maximum range than for the MIP's generated in
the slab-line cavity. This is most probably due to
the less stable nature of the MIP generated in the TMO10
cavity as discussed in section 6.7.

The behaviour of the MIP when an interfering
matrix chemical of concentration CM is added to the
analyte sample solution under investigation, is
expressed in the matrix factor, XKCM, O) defined as
the ratio of net analyte signals measured when a sample
plus interfering matrix compared to the sample alone are
aspirated into the MIP.

The net analyte signal when the interfering matrix
is added to the sample solution is measured relative to a

background signal, X_ measured when an interfering matrix

B
'blank' is aspirated, NOT the background signal measured

when an H,0 blank is aspirated into the MIP. This

ensures tiat the results are compensated for any movement
in the plasma position, resulting from the slight
degradation in plasma stability caused by aspiration of
the interfering matrix as observed in the MIP generated

in the slab-line cavity (section 6.6.2).
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6.5 Optimization of Plasma Operational Parameters.

It was’found, during operation of the atmospheric
pressure argon MIP, in either the slab-line or the TMOIO
cavity, that maintenance of the plasma was improved for
higher net input microwave power. Therefore in order
to reduce the number of occasions when the MIP was
extinguished due to, eg. aspiration of the matrix solution
into the MIP, the output power from the EMS Microtron power
generator was set to maximum for all measurements of the
spectrochemical parameters reported in section 6.6 and
6.7, As noted in section 4.2 this does not mean that
the true input power applied to the slab-line cavity is
identical to that applied to the TMOlO' The reflected
power from the cavities was always reduced to a minimum
using the double stub tuner, commensurate with reliable
operation and the net input power calculated from the

readings on the TFT power heads and meters.

6.5.1 Optimization of the Viewing Position.

With either of the sample introduction systems
connected to the MIP generated in the slab-line cavity,
the plasma so formed occupies only the top half of the
discharge tube, above the end of the inner conductor
(figure 6.7) and is not of uniform consistency along its
entire length. The maximum luminosity occurs in the
centre of plasma with more transparent regions at either
end. A study was therefore made to ascertain the
dependence of the analyte and background emission
intensities on position in the plasma and hence to
determine the optimum viewing zone for the spectro-

chemical analysis of solutionse.
»
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The position of the cavity was adjusted relative to
the optical axis of the monochromator so that different
sections of the MIP could be imaged on the entrance
slit. With the monochromator set to the Mn analyte
wavelength of 403.08 nm, a 10 pug m1~t solution of
manganese was aspirated into the MIP and the values o<
cYé, SBR and CL determined for each viewing zone,

A typical result, for either the 1.0 1 min~t or the
0.1 1 rn:'Ln-'1 MIP which exhibited similar behaviour is
shown in figure 6.8. As can be clearly seen the values
of CTE and SBR observed yield an optimum viewing zone
in the MIP, ie. where the minimum wvalue of CL is achieved
of between =10 to -13 mm measured relative to the inner
face of the top cavity plate. The higher SBR in the
optimum viewing zone is due mainly tc the very much lower
background emission rather than any great increase in
analyte emission. The lower background intensity,
which is the result of the very much lower luminosity in
this part of the plasma, is also the reason why Cfé is
increased here rather than any decrease in plasma
stability. All subsequent spectrochemical measurements
on the MIP generated in the slab-line cavity were made
at a viewing position of approximately -12.5 mm.

Being ahle to view the MIP generated in the slab-line
cavity radially, away from its most luminous core offers

a significant advantage over the TM cavity where,

constrained to view the MIP axiallyoig the discharge tube,
analyte emission is always seen against the background
signal generated by the most luminous core of the plasma.
This is believed to be the main reason for the poorer
SBR values observed in the MIP generated in the TM,,,

cavity compared to that generated in the slab-1line cavity.



6e5e?2 Optimization of the Sample Flowrate.

At the optimum viewing zone of the MIP generated in
the slab-line cavity, a 10 pg ml—1 Mn solution was
aspirated at sample uptake rates (SUR) to the nebulizer
of from 0.25 to 1.5 ml min~* in steps of 0.25 ml min~*
and the values of Og, SBR and CL
found for both the 1.0 1 min~ ! and the 0.1 1 min~? MIp's

that as the SUR increased the SBR reached a maximum

measured., It was

plateau value at 0.5 ml min~1 and no further increase
was obtained for higher SUR's. Also as the SUR was

increased above 0.75 ml min"i

’ CS‘B started to increase,
Consequently the minimum value of CL observed occurred
at an SUR of between 0.5 and 0.75 ml min'l. A typical
graphical representation of this phenomena for the 1.0 1 min~ +
MIP is illustrated in figure 6.9. All subsequent measure-
ments on the MIP generated in the slab-line cavity were
made with a SUR of 0.75 ml min~ .

The optimization of the SUR described above was
carried out using the ICP type of spray chamber which, as
noted in section 6.3.2 was the second and preferred type
to be used. A similar optimization procedure was also
carried out for the initial, baffled spray chamber (with
the 1.0 1 min~ 1 MIP generated in the slab-line cavity) and

L
observed. It was therefore deduced that despite the

a similar dependence of cfé, SBR and C, on the SUR was

differences between the two types of spray chamber, the
throughput of sample aerosol to the MIP was similar.
Since the MIP generated in the ™40 cavity used a side
exit version of this initial, baffled type of spray chamber
it is with confidence that comparisons may be made between
the spectrochemical results obtained using the two cavities.
Optimization of the SUR when the MIP was generated in
the TM010 cavity was a somewhat limited procedure since
this MIP was not nearly so tolerant to introduced sample
aerosol as that generated in the slab-line cavity. SUR's
much above 0.5 ml min—1 appeared to be sufficient to quench
the discharge and regularly extinguished it. It was1
therefore decided to operate at an SUR of 0.5 ml min in
order to enable the best comparison of the spectrochemical

results between the two cavities used.
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beb Spectrochemical Results for the MIP Generated
in the Slab-line Cavity.

Gebol Detection Limits.

As can be seen from Tables 6.3 and 6.4, the detection
limits (CL) obtained for the elements investigated are
similar in the MIP's operated at either 0.1 or 1.0 1 min_l
flowrates, with the exception of certain Ca, Mn, Ni and pPb
spectral lines. These gave significantly better
detection limits in the MIP operated at 0.1 1 min'l. Lere
"significantly better" is used to describe a factor of 2
or more difference between CL values observed in the two
MIP's.

Where differences in CL values were found between the
two MIP's, they were due almost exclusively to an improved
signal to background ratio (SBR) of the analyte emission.
In the case of the Li spectral line studied, however the
relative standard deviation of the background signal (Cré)
was also degraded in the MIP operated at C.1 1 min~! and
the reason for this will be discussed later. Otherwise
the Gg values observed were similar for all the sgectral
lines of the elements investigated in both MIP's and a
reliable mean value of’d% equal to 0.006 was evaluated.

The detection limit that can be achieved for any
particular element is sensitive to the particular reg:ion
of the MIP viewed by the optical measurement system
(section 6.5.1). Slight re-optimization of the viewing
zone was therefore necessary when changing between MIP's

operated at the different argon flowrates.
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siement/| .ave-
Soectrum| length Sy S3R L 221000, 2)
(nm) (ng ml-l)
Al 396.15 0.0055 | 1.111980 I 80 o.e * o.-
Ca I 422.67 0.0086 |19.79 4,32 0,2 0.5 = g.rx
ca II 393.37 0.0055 | 8.02 6.6 0.2 1.2 2 c.cs
TH 396.85 0.0105 | 4.16 | 25.3% 1.5 1.0 2 ¢.08
Co 345.35 0.0054 | 1.17{ 92.9% 1.5 1.4 X .04
Pe 371.99 0.0054 | 0.47 ] 234 % 15 1.3 X 0,14
woon 373.49 0.0067 | 0.54 | 248 % 15 1.3 £ 0.13
noon 381.58 0.CC63 | 0.14 | 878 X110 1.2 2 0.4
Li I 670.78 0.0145 [12.19 2.4 0.3
Mn I 403,08 0.0044 | 2.44 | 236 I 2 1.6 = (.04
1T 341,48 0.C054 | 2,56 81 I 2 1.2 < 0.02
nooon 352445 C.0C39 .97 79 X 1 1.2 2 0,03
oo 561494 0.0043 1.49 | 115 * 2
Pb I 405.78 0.0235 | 0.82 | 87 % 2 .2 X .03
sr I 460.73 0.0C73 | 5.84 | 13 X 2 1.2 X C.cz
nooTl $07.77 C.0072 | =.69 13 01 2.2 X o.os
Net Inzut Power = 78 5w (70 ¥ 8 when K adcea)

r*—
M

Viewing Zone =

SUR =

12.5 mm below tcp cavity pla
Ce75 ml min—,l

°

1

Table 6.3 Spectrochemical Results for the 0.1 1 min_

1"IP Generated in the Slab-line Cavity.
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Al I 396.15 | 0.00432 .86 | 997 Z ¢ c.7 =

Ca I 422467 C.CC76 7479 9.7L ©o.>2 0.5 =
wooII 393,37 | 0.0061 | 7.25 8.55 0,3 0.6 =

noow 396.85 | 0.0081 | 3.76| 22.5% 0.5 0.7

Fe I 371.99 | 0.0050 | 0.401{ 247 I 14 0.¢ 2

noon 373.49 | C.0053 | 0.45] 238 I 13 0.7

TR 381.58 | 0.0056 | 0.17| 677 X 67 C.6 =

1iT 670.78 | 0.0054 | 18.27 c.6f o0.07| 1.2 12

Mn I 403,08 | 0.0C55 | 1.19] 92 I 3 0.6 =

Ni I 341.48 | 0.0054 | 2.21| 94 X 2 .5 2 G.06
Ni I 352.45 | ©.00651 | 1.73]| 118 Iz 0.6 X C.CS
woo 361.94 | 0.0Ca8 | 0.77] 251 I & G.7 X .05
“b I 403,78 | 0.0C6e7 | 0.55] 2.4 1 a2 0.7 = C.C9
sroI 460.73 | 0.CC50 | 2.68] 18.52 0.8 .5 I C.05
"ooII 407.77 | C.c062 | 2.22| 18.8= 0.5 C.7 2 2.0C4
Net Input "ower = =5 T3y

viewing Zorie = 12.5 mm below too cavityv piete

SUKk = C.75 ml rinirl-"l

Table 6.4 Spectrocherical Results for the 1.0 1 min

T2 Generated in the slab-line Cavity.




Since the results show cenerally higher SBR values for
spectral lines investigated in the MIP operated at
0.1 1 min~! flowrate it might be considered that the
viewing zone was slightly more optimally set than for
the MIP operated at 1.0 1 min_1 argon flowrate.

This possibility could not however, be responsible
for causing the larger SBR values observed for the 4
spectral lines of Ca, Mn, Ni and Pb which yielded better
CL values in the “IP operated at 0.1 1 min'l argon
flowrate. This may be proven by consideration of the 3
Ni spectral lines investigated where only 2 of the 3 lines
showed a significantly different SBR between the 2 MIP's.
Since for each MIP, measurements were made concurrently
using the same analyte solution, the greater SBR for the
361.94 nm Ni line obtained in the MIP operated at
0.1 1 min-'1 argon flowrate may be seen to be due to the
properties of the plasma itself. A similar example could
be made of the 3 Ca spectral lines where only the Ca I line
at 422.67 nm showed a significantly higher SBR in the MIP
operated at 0.1 1 min~! whereas the Ca IT lines showed similar
SBR values in both MIP's.

The only element for which the IP operated at
1.0 1 min_1 argon flowrate g-ve a significantly better
detection limit was Li, but the reasons for this may be
explained in terms of operational conciderations. The
addition of lithium, in the form LiCl, to both IMIP's
caused a slight reduction in plasma stability, in a similar
manner to when KCl was added to the analyte solutions
(section 6.6.2). This is perhaps not unreasonable since
both are alkali-metal salts, although the concentration of
lithium, 1 pg m1™! was considerably less than the 1 mg m1~1
of K used. This reduction in plasma stability was more
noticeable in the MIP operated at 0.1 1 min'—1 flowrate and
is reflected in the poor Cré value for this element.
The lower SBR value observed for Li in the MIP operated at

0.1 1 min_1 argon flowrate was found to be caused by a

raised background signal due to lithium contamination cof.
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the discharge tube wall. This contaminztion, which
was permanent and prevented the determination of the
Li matrix factor, was not experienced in the I’Tp

operated at 1.0 1 min~t argon flowrate,

Geboal Matrix Factors

Ideally, an atomic emission source to be used
for the spectroscopic analysis of solution should be
unaffected by the presence of large concentrations of
an interfering matrix, since in a great number of
practical analyses the element of interest is dissolved
in some type of matrix. Thus the analyte signal
measured would be the same when either the sample
solution alone or the sample plus matrix solution
were aspirated and matrix factors, would equal 1
(Section 6.4). Although it is unlikely that any
emission source exactly meets this requirement the
degree to which it is met provides a useful criteria
by which to judge that emission source.

The matrix factcrs given in table 6.3 and 6.4
demonstrate that the "IP generated in the slab-line
cavity approaches this requirement for most of the
elements investigated but only for the Ca II line at
396.85 nm (0.1 1 min-l) is the requirement precisely
met,

For the MIP operated at 1.0 1 min_1 flowrate the
ideal requireméent is most nearly met for the element
lithium. However, the discharge tube contamination
observed for this element in the MIP operated at
0.1 min~t flowrate warns against it's regular aspiration

into either MIP.
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The positional stability of the MIP generated in
the slab-line cavity at either argon flowrate was
generally excellent when either H,0 blank or most
analyte solutions were aspirated. However, stability
was affected by the aspiration of certain elements,
such as lithium and when the 1 mg ml‘i potassium matrix
was added. Under these circumstances a noticeable,
though mostly small degradation in plasma stability
was observed. For certain elements however, this
degradation in plasma stebility could be severe, which
caused fluctuations in the net line signals measured.
This was found to particularly be the case for iron in
the MIP opercted at 0.1 1 min~! where the fluctuations
in the net line signals measured resulted in the poor
precision of the X(Cm,C) calculated.

A particularly interesting feature of the results
is that in the MIP operated at 0.1 1 min—l, the
addition of the potassium matrix generally caused analyte
signal enhancements, ie. 2{(Cm,0) greater than 1, whereas
in the MIP operated at 1.0 1 rin_i, the opposite was
true and analyte signal depression ,ie. X(Cm,0) less
than 1 was mostly observed. There are exception to
this in the Ca I, A1 T and Li I spectra however.

There is a correlation between this behaviour
and the electron density measurements, made under
similar conditions and reported in section 5.4.3 B. 1In
summary, this is that the analyte signal enhancement 1in
one MIP is accompanied by a reduction in the electron density
and the analyte signal depression in the other MIP, is

accompanied by an increase in the electron density.
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6.7 Spectrochemical Results for the MIPpP generated
intﬂmaTmolo Cavity.

Obtaining a stable image of the MIP generated in
the TMOlO

to be difficult since the plasma wandered around the

cavity at a flowrate of 1.0 1 min~ ! was found

inside wall of the discharge tube. Careful alignment
of the tube (section 3.1) minimised this wander, but

it was never entirely eliminated. As a consequence of
this behaviocur a very limited spectrochemical assessment
of the MIP generated in the TMOlO cavity was conducted
for the elements Ca, Fe and Ni, The results are

presented in table 6.5.

6e7e1 Detection Limits.

Even when the MIF generated in the TM cavity

remained attached to a particular part of iig inside
wall of the discharge tube, the plasma stupility was
seldom as good as the [MIF generated in the slab-line
cavity. This is reflected in the high figures for CTB
in nearly half of the spectral lines investigated.
Since analyte signal emission is always viewed
against the bright background of the main body of the
plasma, the generally lower values of SBR recorded,
compared to the MIF generated in the slab-line cavity
are to be expected. However, the SBR values for the
Ni I line at 361.9 nm and Fe I line at 371.99 nm are
identical to those recorded in the MIP? operated at a

flowrate of 1.0 1 min~! in the slab-line cavity.
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Z.erent/ | vave- C. |
Spectrum lengtn (55 SER = ey !
(e (ng m177) 0 1C0T, C) |
J‘T
ca I 422.67 0.0208 | 1.82 | 174.C%X 3.2 0. Z .58 |
ca II 293.37 0.0060 | 2,19 27e4= 0.5 | 1.3 X G.is }
Ca II 396.85 0.0115{ 1.01 113.82 3.2 1.3 2 2.2 ;
re I 271.99 0.0108| 0.40 | 540.0% 55 0.5 = C.27 |
Fe I 373.49 0.0061| 0.3C | 400.2% 2¢ 2.1 X ¢c.z !
re I 381. 58 0.0068 | 0.06 | 2400.0%200 .7 2o,
Ni I 241,48 0.0066| 1.77 | 150.¢% 10 1.2 ¥ o.¢
Ni I 352.45 0.0074| 1.25 | 240.0% 10 1.2 X 0,17
1T 361.94 0.0122| 0.75 | 650.0% 3¢ 1.1 £ 0.0
et ITnput Tower = 85 5y
Yiewing = ./xl&lly along length c¢f Dischzarge Tule,.
5TIR = 0.5 ml min~*

Swvectrochemrmicael Resuits for tne 1.0 1 min
IMIP Genereaced in the TrOlO Zavity.
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The reason for this may be found in the way in whrich

the MIP corrodes the discharge tube, since when this

happens the plasma disappears from the line of sight

of the optical measuring system. Thus the backgrourd

illumination is diminished, leading to better measured

SBR's for any MIP operated in a well used discharge tube

with the TMOlO
The discharge tube used in this particular s tudy

cavity.

was little used prior tc measurement of the Ca detection
limit and matrix factors. However, subsequent to the
similar measurements for Ni and finally Fe the discharge
tube was becoming badly corroded and the main body of
the plasma had noticeably sunk intoc the tube wall.

In summary therefore, the poor detection limits
obtained in the MIP generated in the TMOlO cavity are
the result of a combination of poor plasma stability
and the inherent disadvantages of viewing analyte signal
emission against the bright background of the main body

of the plasma.

6e7e2 Matrix Factors.

The stability of the MIP generated in the ™50 cavity
actually improved when an interfering matrix of 1 mc rllf
potassium was added to the sample solutions. The rather

poor precision of the matrix factors is primarily a function
of the small net line signals and poor plasma stability
without the added potassium.

The magnitude of the sensitivity of the MIP generated
in the TMOlO cavity to the potassium matrix, is similar to
that found for the MIP generated in the slab-line cavity.
However, matrix factors are generally greater than 1 for
the MIP generated in the slab-line cavity at an identical
argon flowrate. The behaviour of the analyte emission in
the different MIP's when the potassium matrix is added is
therefore probably more dependent on the part of plasma
viewed by the optical system. This is not unreasonable
in view of the different excitation temperatures and
electron densities (chapter 5) measured for the viewing

zones used in these two spectrochemical assessments.
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6.8 Discussion on Spectrochemical Performance.

6.8.1 Performance of MIP's Investigated.

The spectroscopic measurements of temperature and
electron density (chapter 5) have shown that the 3 MIP's
investigated are basically similar, If the optical
system is aligned so as to view the main body of the MIP
generated in the slab-line cavity, similar values of
temperature and density are observed to those found in

the MIP generated in the TM cavity.

The main differences bgigeen the MIP operated in
the two types of microwave cavity arise as a result of
operational factors and these are particularly important
when considering the MIP as an atomic emission source
for the spectrochemical analysis of sample solutions.

In addition to generating an MIP with far better
positional stability, the slab-line cavity has the

advantage over the TM cavity of permitting radial

viewing through the wgigs of the discharge tube, The
ability to select the part of the plasma viewed by the
optical measuring system has been found to be the most
important factor in achieving maximum SBR's and hence
minimizing the detection limits obtained. Although
some experimenters, eg. Matousek et al, 1984 (41) have
achieved radial viewing of an MIP generated in a TMOlO
cavity they have viewed regions of the plasma outside the
confines of the cavity. Whereas this may provide similar
optimum viewing conditions for maximum SBR's as those
achieved using the slab-line cavity, experiences in this
work (section 3.1) have shown that the positional stability
of plasma filaments outside of either cavity type is not
guaranteed. This could lead to similar operational
difficulties to those encountered in the present work
for the TMOlO
The problem of contamination of the discharge tube
wall by analyte solutions aspirated into the MIP could
undoubtably be eliminated if the entire plasma, or at
least that part which encountered the sample aerosol was

prevented from touching these walls. This is naturally

cavity.
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a general comment applicable to all MIP's but would
particularly have prevented the lithium contamination
problem in the MIP operated in the slab-line cavity at
a flowrate of 0.1 1 min~ % (section 6.6).

This could be achieved by use of the cischarge tube
described by Bollo-Kamara and Codding, 1981 (45), which
being similar to an ICP torch uses two gas flows, one to
sustain the plasma and the other, carrying the sample
aerosol to punch a hole through the centre of the plasma.
Thus the sample aerosol is kept away from the wall of the
discharge tube and the analyte atoms are maximally excited
due to their increased contact with the hot plasma. The
latter feature is particularly important since some
experimenters, Beenakker et al, 1978 (2C) have opinioned
that the majority of the sample aerosol by-passes the MIP
which usually occupies a fraction of the discharge tu-e
cross-section. It is to be hoped that wider appreciation
of the virtues of the slab-line cavity as a means of
producing an atmospheric pressure MIP might lead to the
use of such a torch in the future.

It perhaps should be rememtered that the TM cavity

used in this investigation was of a basic design?lglmost
identical to that described originally by Beenakker, 1976
2. This basic design has been developed further by
some experimenters, eg. Van Dalen et al, 1978 (67) and
Kollotzek et al, 1982 (3¢£) and the modifications proposed

are said to greatly enhance the TM cavities operational

010
behaviour and performance.

During construction of the TM cavity used in the

present work, particular emphasis 8;2 put on the design

of an efficient input coupling (section 3.1). This,

in conjunction with the use of a double stub tuner (section
4.,2) largely circumvents the need for the modifications
suggested by Van Dalen et al, 1978 (67) and thus at the
time of experimentation, the TMOIO cavity used might be
considered to be the stateof art design. In view of the
difficulties encountered in this work in achieving a
positionally stable MIP in the TMOlO cavity, the later

modifications to the discharge tube mounting mechanism
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suggested by Kollotzek et al, 1984 (23) might be
considered essential for the successful operation of the
MIP in the TM,,, cavity as an atomic erission source for

use in spectrochemical analysis.

Dol ol Comparison of Spectrochemical Results with

Published Values for the MIP.

Table 6.6 illustrates a representative selection of
recent investigations into MIP's used for spectrochemical
analysis of sample solutions.

Since there is no common consensus amongst
experimenters as to the particular elements and spectral
lines which might usefully be examined, maximizing the
breadth of comparison between different analytical plasma
systems is difficult. The elements and spectral lines
shown in table 6.6 are those investigated by Beenakker et
al, 1978 (20 ) in conjunction with those of the present work.

In view of the similar results obtained for the MIP
generated in the slab-line cavitvy at either arcon flowrate
employed, only those results for the MIF operated at
0.1 1 min~! are shown in table 6.6.

Given the fundamental differerces between the MI?
operated in the slab-line cavity and that reported for the

TMOlO
surprising trat there is not a greater difference in the

cavity by Beenakker et al, 1978 (20) it is somewhat

detection limits observed. However, they used entrance
optics which focussed a diffuse image of the MIF onto the
monochromator entrance slit, which reduced the problem of
plasma instability affecting light levels received.
Measured values of 6% should then be reduced, and hence
detection limits improved. Analyte emission from the
MIP will however, still be viewed against the high back-
ground illumination of the main body of the plasma and
therefore SBR values would not necessarily be improved.
Note: Their arrangement of entrance optics was not
necessary for the MIP generated 1in the slab-1line cavity,

and was not therefore used for the MIP generated in the

TMOlO cavity.
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£0c

Detection Limits (ng ml_l)
Element/ rJavelength Present MIP Present MIP MIP in MIP in MIP in MIP in
Spectrum (nm) égviiib-llne in TMg g ™g 40 ™10 ™g 10 I'Mq 13
A -1 Cavity 1 Cavity Cavity * Cavity Cavity*
Oel 1 min 1.0 1 min tef.20 ref.23 ref.110 ref.32
Ag I 338.29 6
Al I 396.15 980 400 650 600
Ca I 422.67 4.3 114 0.6
Ca II 393.37 6.8 27 0.8 6
A 396.85 25.3 114
Co I 345,35 93 150 600
" " 240.73 60
Cr I 425.43 150 4.0
Cu I 327.40 9
Fe I 371.99 234 540 8.3 600
A 373.49 248 400
oo 381.58 878 2000
Fe IT 259.94 200 4.1
Ga I 417.21 10 3
Li I 670.78 2.4 1
Mg I 285.21 5 1.3 4.8
Mg IT 279.55 6 3 2.6 300
Mn I 403.08 36 50 27 3.9
Mn IT 257.61 30 20 l.4
Ni I 341.48 81 150 80 6.7
toon 352.45 79 240 200
"o 361.94 115 650
Pb I 405.78 87 100 60
Sh I 259.80 400
Sr 1 460.73 13 10
Sr II 407.77 19 5 2
Ti I 498,17 400 60
Ti 1I 334,92 600
Table 6.6 Comparison of Detection Limits for Various MIF's
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The problem of discharge tube corrosion (section 6.7)
has been rroposed as a mechanism whereby SBR values
reported for the MIP cgenerated in the TMOIC cavity in this
work might not be as low as expected.

This is an unlikely explanation for possikbly better
SBR values obtained by Beenakker et al, 1578 (20) however,
since they used alumina discharge tubes and report minimal
corrosion.,. Also their entrance optics would preclude
viewing of specific regions of the MIP, ie. away from the
main plasma body, by which higher SBR values might ha-ve
been observed.

Where the limited spectrochemical investigation =f the
MIP generated in the T™™510 cavity in this work permits a
comparison with the results reported by Beenakker et al,
1978 (20), some further useful observations may be made.
Despite the similarity of the two MIP's generated in t e

™o10
not support those of Beenakker et al, 1978 (20) and there

cavity, the results reported for the present work do

is an inconsistency in the detection limits reported for
two Ni lines at 341.48 nm and 352.45 nm. SBR values may
be more reliably used here, avoiding the poor CTB values
incurred as a result of the plasma instability problems

encountered for the present MIP in the TM cavity. Bx's

SBx!
CclcC
for the two Ni lines, calculated from Beenakker et al, 1575 (

o

)
results, are 3,0 and 1.2 respectively for a 20 ug mi™t ni
solution aspirated into the MIP. Equivalent SBR's from

the present work are 1.8 and 1.2 respectively (table 6.5).

Given the number of similarities between the two MIP's

generated in the TM cavity, eg. cavity dimensions, argon

flowrate and type o?lgebulizer, it may be concluded that
some other fundamental difference exists between therm.
However, although an SUR of only 0.5 ml min-1 was used for
the MIP generated in the TMOlO cavity in this work
(Beenakker et al, 1978 (20) used 1.5 ml min "), experiences
related in section 6.5 suggest that this is unlikely to

cause a great difference.
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Since an identical microwave power generator, the
EMS Microton 200 mk II was used in both studies, it seems
unlikely that greater microwave input power was coupled
into the MIP generated in the TMOiO cavity reported by
Beenakker et al, 1978 (20) but this cannot be checked due
to lack of true net input powers (section 4.3) being reported.

These inconsistencies in spectrochemical results,
although they may be attributable to the difficulty of
successful operation of an analytical argon MIP, do
highlight the problgms encountered in comparing different
analytical plasma systems.

Recent developments in MIP's operated in the T™j510
cavity have been reported by several experimenters.

These developments are equally applicable to otﬁer types

of microwave cavity/MIP systems. Kollotzek et al, 1984
(23) have used a mechanism which permits precision
alignment of the plain cylindrical discharge tube within
the TMO10 cavity, producing a toroidal shaped MIP. The
sample aerosol passed through the centre of this plasma

and the analyte atoms are optimally excited in a region

of relatively low background illumination. Thus
considerable improvements in SBR values are obtained for
most elements. The effect this has on the detection
limits calculated is demonstrated by their results given

in table 6.6. Haas and Caruso, 1984 (110) used the

novel discharge tube described by Bollo-Kamara and Codding
1981 (45) to operate a moderate power (100-500 watts) MIP
in the ™10 cavity. The use of this discharge tube

torch also enables a toroidal shaped plasma to be formed
and hence the ability to view the analyte emission away
from strong background illumination of the plasma. Whilst
this too improves the SBR values observed for most elements,
the increased power coupled into the cavity also dramatically
improves the detection limits observed (table 6.6).

Their internally tuned T™™p10 cavity did require
modification to prevent overheating and internal coronal
discharges. Such an approach to the MIP generated in the
slab-line cavity would undoubtedly affect improvements in
its analytical capability. The use of the Bollo-xamara

and Codding torch would however, be primarily to eliminate
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the contamination problem mentioned earlier and might not
necessarily lead to a great increase in the SBR values
observed should the MIP be viewed axially.

For completeness Table 6.6 shows the analytical
results reported by Kawaguchi et al, 1972 (32) for certain
elements analysed in an MIP generated in a TM013 waveguide
cavity (section 2.1). Although it is apparent that
considerable improvements have been affected in all aspects
of operation of an MIP it is interesting to note that
Kawaguchi used an ultra sonic nebulizer to introduce sample
aerosols into the plasma. Thus, no obvious advantage 1is
shown 1in thé use of such a device compared to the much less
efficient pneumatic nebulizer.

As with most studies of MIP's used in the spectro-
chemical analysis of solutions that have been reported in
the literature, neither one of the MIP's investigated here
has been totally free of inter-elemental interference
effects, caused when a 1 mg ml"1 K matrix was added to
the sample solutions. In line with current thinking on
the causes of these interference effects Beenakker et al,

1978 (20.) proposed three possible mechanisms.

1) Change in efficiency of the nebulizer/spray chamber
assembly.

2) Chemical interferences effect in the plasma.

3) Changes in the excitation conditions within the plasma.

Without a precise method of measuring the amounts of sample
solutions taken into the plasma as described by Smith and
Browner, 1982 (109) investigation of the first process is
not possible. The exact nature of chemical interference
effects within any type of analytical plasma is little
understood and most analytical chemists adopt a highly
empirical approach to the problem, ie.matrix modification.
This is the addition of other chemicals to the sample
solutions to change the way in which dissociation of the
sample constituents occurs in the plasma.

The results reported in section 5.4.3 which show a
change in the electron density, Ngo in the plasma when
the interfering matrix is added to the sample solutions
clearly implicate process 3 in this effect. rurthermore
in conjunction with the observations reported in section

6.6, for the MIP generated in the slab-line cavity at

flow rates of ©0.1 and 1.0 1rin this shows that, for most
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elements investigated, an analyte signal enhancement on
addition of the interfering matrix is linked with a
reduction in electron density and conversly an analyte
signal depression with an increase in electron density.
Only very much smaller changes have been observed in
the argon excitation temperature, Texc (section 5.1.2)
and OH rotational temzerature TROT (section 5.3.2) on
addition of the interfering 1 mg mi”t K matrix, but
these parameters have generally shown little sensitivity
to quite large changes in the plasma operating

conditions.

6.8.3 Comparison of Spectrochemical Results with Published

Values for Competing Analytical FPlasma Systems.

Table 6.7 lists the results for the MIP generated in
the slab-line cavity at a flowrate of 0.1 1 min~! and for
comparison, the results published for the conventional ICP
studied by both Fassel's (30) and Bouman's (111) research
groups. Although precise reasons for the considerable
differences in detection limits for many elements reported
by the two groups have not been defined, it seems likely
that differences in ICP operating conditions are responsible,
eg. frequency of excitation energy, sample injection rate
and possibly the use of an ultrasonic nebulizer by Eoumans
and de Boer, 1975 (29). The resolution of the optical
measuring system used also affects the detection limits
obtained. In an inter-laboratory comparison of the ICF
with the CMP, Boumans et al, 1975(112) comment on the
degradation observed in ICP performance incurred by use
of an inferior optical system to that normally employed.

Inspection of table 6.7 shows that except for Fe and
Al the detection limits found for the MIP operated in the
slab-line cavity compare favourably with those reported
for the ICP where the spectral line considered is emitted
by the analyte atom. However, where the spectral line
is emitted by the analyte ion, the ICP detection limit 1is

vastly superior to that found in the MIP. Tnis is well
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Tlement/ | Wave- MIP Conv ICP Low Flowra-e -[= ~

spectrum length g - ot
(nm) Ref30% Refill Ref 7 Ref8  zes3 ief:

Al I 309.27* 15 1 2320 )

Ba I 553.55 20 57 A

Ba I 455,40 0.9 0.05 30 1.4

Ca II 393,37 6.8 0.13 0.C4 S 0.31 0.3 L50

CalI 422.67 443 6.7 3 50

Co I 345,35 S3 4 12 50

Co II 238.89+ 4 1.5 7.1 47

Cu I 324,75+ 3.6 0.3 250 6.7 10

Cu I 327.40 6.5 0.6 <0

Fe I 371.99 234 10 159

Fe I 373.49 248 4

Fe II 238,20 3.1 Co7

Fe II 259.94+ 4,1 0.5 1000 40

Li T 670.78* 2.4 0.3 2

1i I 450.29 570 150

Li I 610.36 4 700

Mg I 285,21 1.1 0.2 30

Mg II 279.,55* 0.1 .02 15 Oe12 Coe4 320

wn I 403.08 36 29 2 50

Mn II 257.61* 0.9 0.14 80 0.84

Ni I 341.48 81 32 4

Ni I 352.45 79 20 4 10C

Ni II 231.60°* 10 2

Ni I 221.65 6.7 12

Ph I 405,78 87 180 20 00

Ph II 220.35* 28

Sr I 460.73 13 45 2 @ C

Sr II 407.77" 19 0.3 0.02

TiT 498.17 15 1500

* Denotes Dest detection limit in the~ conventional ICP.

& Denctes recalculated from 36 to 2 &

Table 6,7 Comparisor of Spectrochemical Results fgr\tfs Co” 1 minm 7
MIP Genercted in the Slab-line Zavity witr o 2t.:!.C

Spectrosco,ic Aina.vtical Systers.
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L4iUdLLALTU LUL Ladbdiwn wiTLl e SLNL13r detection limics
are found for the Ca I spectra in both the MIp and T-:
but the detection limits for the Ca II spectra are 1 -~ 2
orders of magnitude smaller in the ICZ. This 'ionic
line advantage' has been reported previocusly by other
experimenters, eg. Beenakker et al, 1978 (c0). “ith
similar values of <Sé in both the MIP studies here and
the conventicnal ICP, the superior detection power of
the ICP is clearly due to higher SBR values. The
observation zone in the ICP is usually above the main
plasma core and thus beckground illumination is
relatively low which therefore enhances SRBR's. A
similar attempt to view analyte spectra in the tailflame
of the MIP outside the discharce tube and slab-line
cavity did not however produce similar results to the ICF.
Although SBR values were much higher, the RSD of the
(very low) background signal was poor.

Because of this, and despite the attractions of
the "IP in terms of its compactness, low power and gas
flow reguirements it will never seriously threaten the
superiority of the ICP whenever the ultimate in detection
power 1s sought by the analyst. where more modest
detection power is required, then the [1IP doces make an
attractive alternative to the ICP but for the majiority of
analvsts this will require that IF systems are cffered
by comm=rcial instrument iranufacturers. However,
experiences gained in this investigation during the
operation of an analytical MIP suggest that a high level
of skill will be reguired on the part of the analyst.
This regquirement will need tc be reduced of even
eliminated before a ommercial IMIP svstem is made available.

As noted earlier, steps have been taken by some
experimenters, eg. Haas and Caruso, 1984 (.20) to improve
the spectrochemical performadce of the INIP by increasing
the input power to the !"IP, and this in conjunction with
an ICP like torch has significantly improved detection
limits. However, tnese detection limits are still poorer
by a factor of 10 than the ICP and there 1is no strong
'ionic line advantage' displayed. To increase the power

input to an MIP still higher so as to lower detection
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even more is somewhat self-defeating since one of the
attractions of the MIP is lost, namely low power
requirements.

The future for the MIP, if it is to remain basically
a low power, low gas consumption atomic emission source
perhaps lies in the use of a different form of sample
introduction. Discrete sample introduction into the
MIP has been investigated by many experimenters, eg.
Deutsch & Hieftje, 1984 (4 ) and has shown considerable
promise with detection limits approaching those for the
ICP. Removal of the requirement for a plasma gas with
an atomic weight sufficient for efficient aerosol
nebulization also has attractions in that helium can
then be used. This was shown by Beenakker et al, 1980
(10, to prove particularly beneficlial in the determination
of the halogens. However, the use of discrete sampling
techniques will never match the convenience of continuous
sampling methods unless a high level of automation is
intrcduced into the process, as is commonly found in most
moder electro-thermal atomizer (ETA) atomic absorption
spectrophotometers.

Table €.7 also lists the results reported by Kawaguchi
et al, 1980 (g) for a 1 Kw ICP using a water cooled torch
and operated at a total gas flowrate of 5 1 min~! and those
reported recently by Ripson et al, 1982 (9 ) for an ICP
operated at a total argon flowrate of only 0.85 1 min"1
using an air cooled torch. Table 6.7 illustrates that the
detection limits for these two low flowrate ICP systems,
whilst still somewhat inferior to the conventional ICP are
noticeably better for most elements than the present MI=
investigated. Should further development result in the
procduction of a reliable ICP system with low flowrate, less
than 1 1 min"1 and low input power, less than 1 Kw, as
suggested by the work of Ripson et al, 1982 (9 ), then
undoubtedly the MIP with direct sarple aerosol introduction

will be eliminated as a serious contender to the IC».



However, should-i compromise value of gas flowrate, eq.
near to 5 1 min be necessary to achieve results
identical to the conventional ICP then, provided more
moderate detection power is acceptavle, the very much
simpler IP system will find applications.

It isn't clear how the C¥P has come to be regarded
as a separate entity from the ¥IP since it not only
shares many of the same operational parameters, eg
excitation fregquency and use of microwave cavity but
also the same inherent advantages and disadvantages as
an analytical atomic emission source.

However, the level of spectrochemical performance
attained with a CMP, as reported by Dahmen, 1981 (36)
is significantly worse than the MIP investigated in this
study and indeed most other MIP's. For the elements
investigated detection limits greater by a factor of 10
compared to the ".IP are not uncommon as evidenced by the
data in table 6.7. In addition, its sensitivity to
interfering matrixes, discussed later is far worse than
the MIP,

Certain operational factors also favour the MIP since
it generally coperates at lower input power and gas flowrate,
althouch the CMP reported Feuerbacher, 1981 (13) can be
operated on nitrogen gas and so some economy may be made
here compared to using more expensive argon gas.

From the foregoing discussions there can be little
recommendation for using the CMP compared to the various
other MIP configurations available and indeed in an
earlier inter-laboratory comparison of the spectrochemical
performance of the CMP and conventional ICP, Boumans et al,
1975 (112) were unequivocal in their rejection of the CMP.

The degree of sensitivity to an interfering matrix
in the sample solution was noted in section 6.6.2 to be an
important criteria by which to judge the suitability of an
atomic emission source used in spectrochemical analysise.

The suitability of the atmospheric pressure argon MIF
generated in the slab-line cavity has been investigated
for various elements when a matrix of K , at a concerntration

of 1 mg mlm1 was added to the sample solutions. The results

of this investigation (section 6.6.2) are compared to those
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for the conventional ICP in table 6.8. The ICP data
used is taken from two sources, Boumans and de Boer, 1975
(29) and Boumans and de Boer, 1976 (33).

Compared to the MIP, and indeed many other atomic
emission sources the conventional ICP is very nearly an
ideal atomic emission source showing little or no
sensitivity to the K matrix. Boumans and de Boer, 1976
(33) showed that this insensitivity was typical for a larce
range of interfering matrixes, eq. NH4C1, CsCl, MgC12 and
FeCl3.
Therefore the conventional ICP is the standard by
which comparisons are made and clearly the MIP generated
in the slab-line cavity deviates by a considerable margin
from this standard. By comparison the CMP investigated
by Boumans et al, 1975 (112) showed variable sensitivity
depending on the interfering matrix used but this was
partly caused by changes in the size and shape of the
plasma when different concentrations of the matrix were
introduced. This, it was suggested, prevented the
definition of a meaningful matrix factor if a fixed viewing
height was emploved because different parts of the plasma
were viewed with, and without the matrix.

When the K matrix was introduced intc the 4IP
generated in the slab-line cavity, slight movement of the
plasma was observed for which the precautions described in
section 6.4 were taken when measuring the matrix factor.
However, unlike the CMP these small movements, much less
than 0.5 mm did not appreciably change the part of the
plasma viewed by the optical measuring system. Therefore
although the behaviour of the MIP is inferior to the
conventional ICP it clearly does not suffer with the serious
operational difficulties encountered with the CMP when
interfering matrixes are added.

Although tabulated data on the sensitivity of the low
flowrate ICP to the presence of interfering matrixes is not
available, graphical data reported by various authors
suggests that the behaviour is inferior to the conventional
ICP. Kornblum et al, 1979 ( 7 ) estimated that the

sensitivity of their low flowrate ICP was however less than

25% worse than the conventional ICP.
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Element/ A | 1 2 3
Spectrum (nm) ICP MIP MIP
Al I 396.15 1.00 0.8 0.7
ca I 422.67 1.03 0.5 0.5
Li I 670.78 1.09 - 1.2
Mn I 430.08 0.98 1.6 0.6
Sr I 460.73 1.15 1.2 0.5
Sr II 407.77 0.94 2.2 0.7

1. Al, Ca & Li, Boumans & de Boer, 1976 (33).

Mn, Sr | " " mo. 1975 (29).

2. Present MIP operated at 0.1 1 min~ 2 argon flowrate
1

" "

3. " n " at 1.0 1 min~

Matrix Concentration = 1 mg ml-1 Potassium as KCl.

Table 6.8 Matrix Factors for the Conventional ICP and the
MIP Generated in the Slab-line Cavity.
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The sensitivity of the MIP generated in the slab-line
cavity to interfering matrixes may be compared toc the low
flowrate ICP using the Ca II spectral line at 393.37 nm.
Such a comparison, illustrated in table 6.9 is, however
only intuitive since different types of matrix have been
used. Also, use of the Ca II spectral line at 393.37nm
by Ripson et al, 1982 (9) 1is not explicitly stated in
their paper but is inferred from their tabulated "detection
power" data. Even so, for an alkali-metal matrix of
either K or Na, behaviour of the MIP is seen to be only
slightly inferior to the low flowrate ICP and overall
(considering all matrixes) performance is similar.
Undoubtedly a more extensive investigation of this
particular aspect of MIP operation is needed before a
definitive comparison with either the conventional or
low flowrate ICP can be made. Such an investigation
will require the use of different types of matrix and
probably optimization of the slab-line cavity and/or
the sample delivery system (including the discharge tube).
However, the present results give encouragement that even
modest improvements in performance would make the MIP
comparable with the ICP. Such improvements will require
further understanding of the major causes of spectral

and chemical interferences in atmospheric pressure plasmas.
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Types of Plasma

Matrix Factor =x(cC 0)

M’
K matrix Na matrix A1l matrix Po4 matrix

1.2

0.8
. 1.05 1.15 0.88
* 0.89 0.93 0.79

- 0.80 2.00

Ca II spectral line at 393.37 nm

Matrix concentration = 1 mg ml~

References: a

1

ICP operated at 1.0 1 min~ ! total argon
flowrate in an air cooled torch,
Ripson et al, 1982 (9).

ICP operated at 2.0 1 r-f.in_1 argon flowrate
in a water cooled torch,
Kornblum et al, 1979 ( 7).

ICP operated at 4.2 1 min~ 1 argon flowrate
in a water cooled torch,
Kawaguchi et al, 1980 (8).

Calculated from percentage sensitivities.

Calculated from relative intensities.

Table 6.9 Comparison of Matrix Factors for the MIP

and Various Low Flowrate ICP's.
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Chapter 7. Conclusions

7.1 Plasma Models Applicable to the MIP.

The investigation of the fundamental physical
properties of an atmospheric pressure argon MIP,
reported in this thesis has considered several
different operational conditions. These may be

rationalized to define 4 MIP systems as follows.

i) The slab-~line cavity used to support a dry
argon MIP at different flowrates and microwave
input power.

ii) 1In a different configuration to i), the slab-
line cavity used to support an analytical
argon MIP incorporating sample introduction,
operated at a flowrate of 0.1 1 min~ 1 using a
Babington nebulizer.

iii) Identical to ii) but operating at a flowrate
0f 1.0 1 min~?} using a crossflow nebulizer.

iv) The TMOlO cavity used to support an analytical
argon MIP operating at a flowrate of 1.0 1 min~
and using a similar sample introduction system
to iii).

Significant differences have been observed in the
electron density, excitation and rotational temperatures
between these 4 MIP's. Furthermore, evidence has been
obtained which shows differences in the excitation
conditions between different physical locations of the
same MIP.

In LTE, only one temperature parameter is required
to describe the entire MIP system (section 1.3.2 ii),
applicable to every plasma species present. Clearly
from the different argon excitation temperature
(section 5.1), iron excitation temperature (section 5.2)
and rotational temperature (section 5.3), none of the

MIP's considered is in a state of LTE.
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If the MIP were in LTE, Saha equilibrium would
exist between the Ar I excited levels (inclucing the
atom ground level) and the ion ground level (section

1¢3.3 ii). The Saha equation

K
+ + +
\J = - -
keN 23 ZTkaTe exp E Ei
Ni g5 h kTe
where N, = electron density.
N* = ion ground state density.
N, = density of an excited level.
g; = degeneracy of an excited level.
Ei = excitation energy of an excited level.
E¥ = ionisation energy from atom ground level.
T degeneracy of ion ground level,
Te = electron temperature,

and all other symbols have their usual meaning.

could then be used to calculate the electron temperature
from the measured electron density. For LTE, the
excitation and electron temperatures are identical. If
this calculation is performed for each of the MIP systems
defined, the results are as shown in table 7.1. The
difference between the electron and excitation
temperatures provides further evidence for the lack of
LTE in any of the MIP's.

However, the results for the analytical MIP
generated in the slab-line cavity at 1.0 1 min_1 suggest
that in the 'main body' of the plasma, the departure
from LTE is less than when the viewing zone for optimum
spectrochemical performance is used. when the main
body of the MIP is viewed, measuréd excitation and
calculated electron temperatures differ by only 900 deg K
(see '&' on table 7.1).
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-3
MIP System Toyc(degk) N_(em™7) T, (degy)

i) Dry Argon MIP in

Slab-line Cavity. 4800 6x101% 7000
ii) Analytical MIP in

Slab-line Cavity.

Flowrate = 1.0 1 min~ 1 % 4100 9x10 14 7500
iii) Analytical MIP in
Slab-line Cavity
Flowrate = 1.0 1 min~ > % 4400 1.5x10 13 8100
| & 7500 4,2x10 1> 8400
iv) Analytical MIP in
TMOlO Cavity. 1 1s
Flowrate = 2.0 1 min 5000 2x10 8200

Blank solution aspirated for all analytical MIP's.
% using viewing zone for optimum spectrochemical performance.

& using viewing zone 2 (see figure 5.3, section 5.1.2).

Table 7.1 Summary of Excitation and Electron Temperatures
and Electron Densities in the MIP.

In the progressive deviation from the state of LTE in
a plasma, a pLTE regime is characterised by an under
population of the atom ground level but Saha equilibrium
still exists between the excited levels and ion ground
level (section 1.3.3 iii). The under (or over)
population of the ground level, N1 compared to the ground
level population, N1(S) where Saha equilibrium includes
the ground level, is expressed by Raaijmakers et al, 1983

(51) in terms of a parameter, b,, given by

They also make the assumption that for typical atmospheric
pressure plasmas like the ICP, b, lies in the range 0.1
(for an under populated ground level) to 10 (for an over
populated ground level). Naturally if Saha equilibriur
exists between all levels, N, = Nl(S) and b, = 1.
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If an under population of the ground level is
assumed in the main body of the 1.0 1 min~? analytical
MIP generated in the slab-line cavity, then the electron
temperature may be re-calculated using b1 = 0.1 and a
modified Saha equation. The resultant electron
temperature is 7500 deg K, identical to the measured
excitation temperature and therefore it seems highly
likely that a state of pLTE exists in this part of the
plasma. Re-calculation of electron temperature in this
way, for the other MIP's does not produce an equality
with the measured excitation temperatures, therefore
deviations from LTE must be greater.

Some of the graphs of Ln(I A\/gA) versus E for Ar I,
obtained in the MIP under various operating conditions,
showed a slight under population of the 4p excited
levels. This was particularly noticeable in the
analytical MIP generated in the ™10 cavity (see
figure 5.7, section 5.1.2). Schram et al, 1983 (113)
observed that this behaviour may be a conseqguence of
significant radiative losses due to the 4p - 4s electronic
transition in a recombining plasma in which pLTE does not
exist.

Further deviations from LTE are likely to be
indicated by depopulation of the excited levels, starting
with the levels near the ground level of the atom.

Based on their parameter, Db Raaijmakers et al, 1983 (51)

’
define a set of b, describiig the under (or over)
population of progressively higher excited levels.

In the analytical MIP generated in the ™10 cavity
there is therefore some certainty that deviation from
LTE (or indeed pLTE) is sufficient that the concept of
Saha equilibrium is no longer applicable. Under these
circumstances it is suggested that the MIP has entered
a quasi saturation phase (van der Mullen et al, 1980 (50))
and a collisional-radiative (CR) model may be a more

realistic representation of the plasma (section 1e3.3 Ve
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There is some slight graphical evidence of an
under population of the 4p excited levels in both the
dry argon MIP (see figure 5.2, section 5.1.1) and the
analytical MIP operated in the slab-line cavity at
0.1 1 min~? (see figure 5.5, section 5.1.2). It ic
therefore possible that in these MIP's also, a'CR model
may be more applicable than pLTE.

For the analytical MIP generated in the slab-line
cavity at 1.0 1 min-l and using the viewing zone for
optimum spectrochemical performance there is no
suggestion of an under population of the 4p excited
levels (see figure 5.6, section 5.1.2). The calculated
electron temperature, even assuming pLTE to exist in
this part of the MIP, is however much greater than the
measured excitation temperature. This suggests that
the limits to b1 set by Raaijmakers et al, 1983 (51)
are not realistic if an interpretation of this particular
MIP in terms of a pLTE model is desired. However, an
alternative explanation could be an under population of
the 4s excited levels, which would not be observed in
this work. This would then be suggestive of a slight,
though definite deviation from pLTE into a CR regime.

Iron excitation temperatures (see table 5.8,section
5.2) in the analytical MIP generated in either cavity are
always significantly higher than the corresponding argon
excitation temperatures (see table 5.5 and 5.6, section
5.1.2). They also more closely approach the electron
temperature calculated from the measured electron density,
assuming the MIP to be in pLTE. Even so, the iron
excitation temperature is not representative of the MIP
as a whole and the aspiration of Fe samples was also
observed to influence the measured electron density
(section 5.4.3 B). Since the introduction of Fe changes
the nature of the plasma, it's routine addition to other
types of samples as a means of plasma temperature

determination would be i1l advised.
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OH rotational temperatures measured in the T
systems investigated are considerably lower than the
argon or iron excitation temperatures. This was also
reported by Abdullah and Mermet, 1982 (47) in a
comparison of argon and helium MIP's and ICP's.
However, the OH rotational temperature has shown some
sensitivity to changes in the conditions within the
dry argon MIP (section 5.3.1) when the argon excitation
temperature was unaffected (section 5.1.1 B). Since
water vapour is normally automatically present in any
analytical MIP (or ICP) incorporating a nebulizer,
measurement of OH rotational temperatures provide a

useful indicator of plasma conditions and is recommended.

7.2 Conclusions on Simultaneous Electron Density
and Plasma Load Impedance Measurements.

Variation of the argon flowrate or microwave input
power has been shown to cause a significant change in
the electron density (section 5.4.2 B/C). However,
much smaller and apparently unrelated changes were
observed in the real part, R of the complex load impedance.
These changes in impedance have been attributed to
operational factors (section 4.5.1) such as the volume of
plasma within the cavity.

The electron density was shown to be dependent on
the internal volume of the discharge tube, and hence the
MIP volume (section 5.4.2 D). However, the electron
density was not nearly so dependent on the relative
positions of the MIP and cavity inner conductor except
for the smallest discharge tube used. The exact
opposite was found to be true for the real part, R of the
impedance (section 4.5.2), ie. more dependent on the
amount of quartz within the cavity and the relative
positions of MIP and inner conductor than the MIP volume.
The imaginary part, XC of the impedance was found to be

virtually independent of any of the parameters.
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The removal of the majority of the water vapour
from the argon plasma gas produced a 40% reduction in
the measured electron density (section 5.4.2 E).
Allowing for the slight reduction in electron temperature,
calculated from the Saha equation (section 7.1), such a
decrease in electron density should have produced a 2.4%

n
increase in R,.. However, a slight decrease (2.5%) in

the real partTof the load impedance was observed
(section 4.5.3), attributed to the increase in MIP
length within the cavity.

Simultaneous measurement of the electron density
and plasma load impedance in the dry argon MIP generated
in the slab-line cavity has therefore clearly failed to
produce any firm evidence of an inter-dependence between
the two parameters.

This is in contrast to the results of Allemand and
Barnes, 1978 (55) who measured the impedance of a 1 kW,
27 MHz argon ICP and obtained a value of 0.98 + jl1.9. .
They also report variations in impedance for different
RF input powers, gas flowrates and the introduction of

sample aerosols,

73 Correlation Between Electron Dersity and latrix
Factors in the Analytical MIP Generated in the
Slab-line Cavity.

The dramatic decrease in electron density (section
5.4.3 B) observed when sample solutions containing a
1 mg ml"1 potassium matrix were aspirated into the
0.1 1 min~! MIP generated in the slab-line cavity
coincided with analyte signal enhancement for most of
the elements investigated (section 6.6.2). Conversely,
the slight increase in electron density observed under
similar conditions in the 1.0 1 min~ 1 MIP generated in
the slab-line cavity coincided with analyte signal

depression.

222



It was originally thought that this signified some
fundamental change in the physical properties of the
analytical MIP (section 5.4.3 B). However, this
behaviour is now believed to be entirely due to the
slight physical movements of the MIP upon aspiration of
the potassium matrix.

The viewing zone used for optimum spectrochemical
performance was critically set at the very end of the
MIP. In this region, electron density is diminishing
as distance from the main body of the plasma increases
(section 5.4.3 A4). Also signal to background ratios
(SBR) for analyte spectral lines are large, mainly due
to the reduced luminosity of the plasma (section 6.5.1).
Any slight movement of the MIP upwards would both
decrease electron density and increase analyte SBR.
Similarly, slight movement of the MIP downwards would
both increase electron density and decrease analyte SBR.
This is precisely the behaviour observed in the 0.1 1 min-1
and 1.0 1 min—1 respectively. The greater effect noted
for the 0.1 1 min~ * MIP is probably due to it's slightly
greater sensitivity to the introduced potassium
(section 6.6.1) compared to the 1.0 1 min~ ! MIP.

The aspiration of Ni and Fe samples, also found to
influence the measured electron density (section 5.4.3 B)
presumably had a similar effect on the position of the MIP.

In order to minimise this problem in the future, it
will be necessary to sacrifice some of the detection
power and set the viewing zone used for spectrochemical
analysis nearer to the main body of the plasma. However,

matrix factors closer to unity may then be obtained.
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Appendix A 1 Scattering Parameter ze-
of a Generel Two Port .

E. E.q
. ‘_'_’. *__c‘
2 POR *
E NETWORK Er2
- —_
g >
Zo Z0

Figure A 1.1 A General 2 Port Network

Figure A 1.1 shows a general two-port network insertecd
into a transmission line of cheracteristic impedance Zge

Voltage like waves Eil and Ei are incident upon each

2
port of the network and similar waves, Er1 and Er2 are
reflected from them. Total voltages and currents on

the transmission line may be deduced from these incident

and reflected waves by the simple equations:-

Vi = Bijq v Bpg Vo T Rt B
T = Biq - Brq I % Eip 7 Ero
Zo zo
Where V1, 11 are the total voltage and current values on

the left side of the two-port network and V2, I2 are
similar values for the right side.

As for eg. the hybrid (H) parameter representation
of a two-port network these incident and reflected waves

may be used to define a parameter set for the network, 1ie.

Ery = PyqBiq + PooEio
Epp = PoqEiq + Pyokyp

where P11 P22 are the defined parameters.

. - : s d waves
Furthermore if each of the incident and reflected weavVv

N . . . 2 £ \ﬂl
is normalized to the characteristic 1impecance of the

al



transmission line a new set Of variables are obtaires

y 1=
ZO ZO
ZO ZO

Substitution of these new variables back into the
parameter set eguations gives a new parameter set. Due
to the alternative use of the word scattered to refer to
waves reflected from a network as a consequence of waves
incident upon it, this new parameter set has traditionally
been referred to as the scattering (S) parameters of the
network (See figure A 1.2). S parameter egquations are
also shown in the form of a matrix. The S parameter
matrix is often referred to as the normelized scattering

matrix [Sn].

a, r a':.
—_— -
2 PO=T -
b, NZTWORK é b,
- ; = * | .
o— — ' — ——
by = 51937 * S15%
by = 5,139 *+ 5,58
Pl 511 12121
D S,1 S|l
a
- [ |2
)
Figure A 1.2 Scattering Parameter Representation of

a 2 Port Network
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FOor any parameter set, each paraneter is chycically

measured when one or other of the variables is ecuzl to

Zero. In the case of parameter sets used in low frecuenc:

circuits, eg. Z parameters, t!:is no-mally invoclves
attaining either zeroc voltace or current.

The open and snort circuit terminations necesszarv

to
achieve such conditions at high frecuencies are not easy
to produce. The major advantage of § parama2ters is that
to measure each parameter 1t is necessary only to set
either an incident or reflected wave to zero. This may
be illustrated if the right hand end of the transmission
line (see figure A 1.2 is terminated with a matched locad,
z equal in value to Z_ . Then the wave a, will go to

2

zero since all of the energy represer.ted by wave b2

incident upon the matched load will be abscorbed and no

-

reflection will take place. The relevant S parameters

are then expressed formally as:-—

811 = b1 and S21 = b2
EZ a, = o 3; a, =0
S11 is the innut reflection coefficient anc S21 is the
forward traensmission coefficient with cutput port
terminates in e natchel load. 3y aralogy, 1f & matched
lozd is used to terminate the other enc of the transmlission
iine in ficure A 1.2 then the remaininc two S parareters
may »e measured, 1le,.
522 = b2 and 312 = b1
alag=o° ay ey = o

S5 is the output reflection coefficient ana S,, is the
reverse transmission coefficient with the input port
terminated in a matched load. The number of independent
S parameters may be reduced when the exact physical
properties ¢f the two port network under discussion are
considered. It should be noted that since generally the
S parameters are complex quantities having modulus and

argument there are 8 indevendent parameters involved.

a3l



If the network is reciorocal then §.. = - Is
. B 1 1 -
the network is lossless ther the unitary rmoetrix -r

vield further reductionz in the num-er o< ndecerndent

parameters, namely -

|14 =|S22|
54| =/1 - |511|T

¢12 = gll + ¢22 + T + nll where n is an intecger.

s 2
ie. the mocdulus and argument of 512 is completely
specified by the reflection coefficients § anc S

11 22°
If the right hend ena of the transmission line in ficure =~
1.2 is termineted in an unmatched lozd, ie. cf & value
not equal to Zo the as # 0. n loai reflection co

PT rey e defined as
dad

= a
QL =

e

~

2
- - < s . . - bt -
it can be snown thot the rnormzlized load Zmnadznce 7. 1s
L

civen by

™
t«q }

4

4y
#ith the output c¢f the network trus T
reflection coefficient, Gﬂjlnﬁy be defiInec es P‘” =

£ QN

and expressed in terms of the retwork S peararmetars and

PL as

Cin =21 = S11 ~ 512 S24

1 L T %2

This is an important feature of the S parameter representa-
tion of a two-port network, since measurement of the inrut
reflection coefficient enables the load impedance to be
determined when the network S parameters are Known. This
is of particular importance to the slan-line cavity since

we may then calculate the impedance of the arocn

T

S

measurenents of GDT’ as detziled in section =.3
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X
!

—GIN
JOMMENT

T
A
e
\.

COMMENT

o TERMHAL

MICROWAVE PROCRAMME NUMEER % CALCULATES THE MICROWAUE
IMFEDANCE OF THE FLASMA FOR ALL FLOW-RATES AND FOUER
LEVELS; -

lal LINE CAVITY PAaRAMETERS.

SLL=GPACTNG BETWEDN SLAR LINE FLATES (CiH8) .
GLEZ=-0.10 OF SLAE LINE THNER (CMS).

LUL2=LINGH OF SLak LINE ITRNER (CHS)Y .

L GHERACTERISTIC IMPEDANCE OF SLAR LINE (OHMS ) .
ALFHAG=ATTENUATION IN SLAE LINE (DES FER Cit) .

CORXTaL FEED LINE PARAMETERS.

COL=1.0 OF COAXITAL LIND QUTLR (0CHS) .

COZ=0.00 OF COAXINL LINE INNER (CMS) .

LUOEZ=LTRGH OF COAXTAL LINE LNNER (OHS) .
LC=UHARACTERISTIC IMPEDANCE OF COAXIAL LINE (OHMS) .
ALPHAC=ATTENUATION TN COAXIAL LINE (DRS PER CM).

COAXTAL CARLE PARAMETERS.
ZO0=CHARACTIRISTIC IMPEDANCE OF CABRLE (DHMS) .3

PROCEDURE GOLaod

RiZaL L, K2 X5 X, L

RIEAL MOURHO TGO, MODRHOTNSTN , PHYMIN, FHYMAX , WEUM, 53,54

Pl BEP L RPESD, A, D, CLDWE P

Rial RELVL L IMSLL, ROLZ, THGLE, RE2L, IME21 , RE22, IME22,UL,U2

REaL RTLL,IHMTLL JRTLZ

n
-9

ITHMTL2 RTEL, IMT2L  RT22, THMTR22:

REAL GLLLOLE O 20, C0L, CO02,LE02, 20, 20,70, 50 LAy
REZAL BETALBLEB2.8L,82,BL1,BL2, BLE BLA a1, M2

REAL T,

REAL COAP, SPACER IDTURE (ONTUERE, ST6M&

REAL ALFHS, ALFHG L SLPHAZ , ACCALFHAC , ACCALPHAS , FRIZ
%

CNTIGT

W TRITNG

AR

Taeduierl, MV L T TWT TP ATL
iy, OATH, VIEWPOS EAPTHATE

LMD LaGle  SOEBECLssd,  PHYRHOINDL:&6D, SLLodd,
FODEHOTND L s ST WTEL G

a9



PROCEDURE MULTIFLY (A,B.C. 0,0, F) g
RESL G, B, C D,

BEGTN

AnmCRE-DF 5 Bo=leEeDnf g

EHT

PEOCEDURE DIVIDE (AL.EB,C.0L,E,F e

REGL. A B G s '

BEG TN

G QORI E )/ CESEF R )y Brs (UE-CRF) / (ERE+F*F ) 5
FHIg |

PROCEDURE abD (A, B, C 0 E,F )y
sESL AR, C Dy

REGTN

GumGrly Ba=DeF sy

My

FROCETURE SUBTRAST (G, B 0L 0.E,Fie
Rt f.0, 0 0,0y '
BEGT M

PRSI O A= Rl C

g

DUTEUT D, "ISK )

OEENT LD C2  THPDAT AL OUT ) 5
OUTFUTCS, " TTY Y ) g
THEUTCO, "TTY ) g
SELECTINGUT (O 3
THEUT (4, "TISK ) 3

CHPR R L G TR DT, Radd ™ ) 5

WRITE " CRITHIS 16 PROGROM FRED? EVALUATING PLASHMA ITMPEDANCEINI )y
WRITDORTODAYS TaTE I8 3 s WRITIVDATL ) 4

.....

WRITE(C"CRIDO YOU REGUIRE HIGH OR LOW GAIN CAVITY DIMENSTONS
FROM STORZLNT®)

REATCGATH) §
BEGTH
TF DATN="HIGH" THEH
BIGTHN |
THPLT O, PTISK ")
DTN TLE CL " ATIATALINH" ) g
D
ELGE
REGIN
THPFUT (L, "IEK" ) 5
OFENFILE (L, *MOTATALINL®) 3
WO
END

alo



GULLCTINFUTY (L) g

REATCSL L) sREADCSL2)Y gREAD(LSLZ) s READ(CO L) s RER 2y . R
KEOD (SFACER S ; ; (COLYSREATCCO2) ;READCLCOD) ;
WRITEC'DATA ENTERED TSINT ")3WURITE("SLYL = ®).pg: G4 T Ay
WRITECENISL2 = ) 3PRINT(SL2,3,3) 5 PIPRINT(SLL. S, 25
WRITECYDNILGLZ = ") 5 PRINTOLSLZ 4, 3) sWRITE (" CNICOL = ") s
FPRINT(COL, 3,23 sWRITE(PENICOD = ")"FRLNT&LUh,uvhi" ’
WRITE (" EHILCOZ = “)uthHT(LLnL,u,h,n

WRITECUDHNICAVITY SPACER = ") PRINT(SPACER.4,3)

COMMENT Cal.CULATION OF ADDITIONAL FPARAMETERS:
Ple=2.14155s '
JLin s BLL % 4.0/F1
ZO = 50

GTOME s= 10%08) 4

COMMENT CaAaLCULATION OF IHMPEDANCES
COas GPLF3ERLNCCOL/C02)
25 aw D9.933xLHOSLLA/SLE)

COMMENT CaL.CULATION OF U ValUES;
Ul we (20 + ZCH /7 (2,.0%700;
U s Q20 - 203 /(208200

COMMENT CALCULATTION OF ATTEMUATION “ﬁlU”? (FART 1)
AlFHA o= D020 {10063 /0.4342945
AlPHAL ws= aLPH&E=CL/700L + ./WUJ)/LN(Cﬁl/COQ)a
ALFHAZ e SBllPHAR CL/8LLA + 1782 ZLNGBLLA/SL2) 5

REATDCGAS ) ¢
thfk("ﬁ”?thﬁﬂﬁ GaG=" ) 3 WRITE(GAL )

COMMAINT CALCULATION OF o FORAMETERS:

RELL w= (Z0C v Z5) /(2%
Jslsli s 0.0

s ws whlly

TGS a= THGLL

RAET2E wwm (ZC - Z6y/ (28203
THMSL2 a= Q.03

RE2L w= RS125

TGl w= THbLEs

COMMENT CaLCULATION OF COUPLING Labg
coar s= (SPACER -~ 0.35) - LELD 5

READCODTURD Y g READCTIDTURE S ¢

WRITEC DHIPLASHA TURE 0.0 =)y PRINT(ODTUBE, 3,203
WRITEC" MG TNT" 2

WRITE C"PLASMA TUBE T.0 =")3PRINT{IDTURE, 3,203
WRITDC® MMOSINT®)

READCRFPEY s READCRFFSD) § e e
Wi rr<"uli:")-ahtmr<nrp,5 F)pWRITE(® CMS, ") GWRITEC RFFSD=
PRINTORFPOD,A.2Y s WRITECY  CHSENI") ¢

Il);

alil



SELECTINFUT(4) 3

READCEXFTDATE ) 5
WRITEC"LRODATA SCQUIRED ON ") 5 WURITE(EXFTOATE ) &

REATCT) 3 |
WRITE("CNING OF FLOW-RATES USED=')3PRINTC(T,2,0)

REATCVIEWROS) sWRITE O DNISFECTROMETER VIEWING FOSITION IS ¢
WRTTECYIEWROS) 3 ’

BEGTN
aRRaY  FLOWDL:TI, GUMBLFHACT LT, SUMALFHASEL T

GLCALIHAS 1= 0.0
ACCALFHAD 1= 0,073

FOR Floe=1 STEF L UNTIL T 10
PEGTH

SELECTOUTHUTCE ) 5

READOTLOWETL T g
WRITE CPEZNIFLOW-RATE=") PRINT(FLOWEFLT S, 1) ;
WRITE O Ml PER MIND2NTY S

READCD) 5
WRTTEC"NG OF POWER REATIINGS=") s PRINT (L, 2,00

finmd o

SUMALPHASTFLT a= 0.0y SUMOLPHACTFLI 8= 0.03
BEGTM

altiae POWERIND D 0T, FOWERDUTOL T, HETINFUTRFWREL 2D,
Lamialledl, LEMDL T, UFREQLL=JD,
aLPHSGL LT, ALPHACT L v J T,
FRRHOTNE L 2, TARHOTNED w0,
MODRHDTHEMESND L dd,  BHM201 o0, FHYMEART L J3,  S201Ledd,
RETNDLeJdd, THZINCLJ, MODZIMOL e dT,  FHYZINDL=Jd,
FRHOLE L a3, ITMRHOLDLeJd,  MODRMOLCL:JT, FHYRHOLDL:JD,
RZLDLaJd, THZLT L add, MODZL DL Jd, PHYZLOLeJdD,

Solile SHDL e
FOR Re=14 STEP L UNTIL J G0
BEDIN
READ P ORIRINDE D s READCPOWVERDUTIRT ) 5

MeERTHERT e PORERIMEKDT » 93,323 3

I
POMERDUTERD o= POWERODTERD * 89,125

<3

alze



SELECTOUTPUT (3 5

WRITEC" D2HITINPUT PUHER*")aPRINT(POUERINEN],SUE)'URITE('
WRITEC"RETLECTED POWER=") s FRINT (FOWEROUTERT .5 21 0
WRITEC" WaTTSEHI ) 2 ' ’

WATTSONT® ) ;

COMMENT  CALCULATION OF NET INFUT FOWER o

NETINPUTPWRIKD s =FOWERINEKD - POWEROUTCK] -
WRITEC"HET INFUT FOWER=") ¢PRINT (NETINPUTFUREKT.S . 0) »
WRITEC  WATTSOENT®) RS

READCLEMDRD ) ¢
WRTTE CPLAGHA LENGTH= ") sFRINTCLENIKT, 3, 1) 5WRITEC®  CHSENI®)

COMMENT  READIHG LMIN UATA
FE (T
FOR Te=1 STEP 1 UNTIL ¥ DO
BEGTH
REATCLMINDT T o
Ty
Ty

COMRLHT CALOULATION OF VOWR & MODRHOIN
BLGTH
FOR No=1,N+L WHILE NO=U DO
BEGLN
REATHCEDREINDT )
GURINT s =80RENT /200
GUNTe= )l O AGNERINT 3
MODERHOTHUNT 0= (OGONT-1) A CSENT+ 1)
Eopdly
g

n
¥

COMMENT CALCULATION OF LAMOALKT & UFREQURT
ALa=LHMINGLD - LMINEAT 320 =LMINE2TD ~ LMINDSIS
AGw =l MINTED ~ LRINLSED
Ky =K L2 e X Ty LADATR T s =R 4%32/%

UFREGER D a=29, 2777/ amDe DRy

COAMTHT CHLCULATION OF ATTENMUATION VaALDLCS (FaRT 203
FRE a= SERTOUFREQLRD » (10?3 /010MAY 5
ALPHACERT s= ALPHAL # FRE/ZO
ALFHASBIRD s+ ALPHAZ *» FRE/20 3

COMMENT CALCULATION OF RUNMING MEAN(S) OF ALFHACOKI
END ALPHASTRD
SUMALFHMACTFLY o= SUMALFHACCFLI + ALFHACLKI;
SUMALFHASEFLT s SUMALFHASIFLI + ALPHADLKIS

ALFHACIRI o= SUMALFHACTFLI /K3
ALFHASLKD n= SUMALFMASLFLIT /K3

als’



COMATNT  CALCULATION OF FHYRMOIN ;

BEGT N

FOR L=l OTEF L UNTIL M D0

REGTHN

FHYRHOTNETD 04w O%F T CORPPLMING T T CT42) »LAMDATK T/ D)
N PLEMDATKY S 4) /LAMDALRT) 5
END

COMMENT CALCULATION OF ®MEAN VALUE OF PHYRMOTHN
DEGTH
ATl e=0;
GOLAAAGH, PFHYRMOIN, TWT,WT, FHYMEANIRKT ,820K1,43,64,
FHY T, PHY AKX, WEUM, TFATL ) 3
TWT a0y
IO Irecdii=0 TiEN
BEGTH
WRITEC" C2NIMEAN VAaLUEZ OF PHYRMHOTR-" PPRINTOFHYMEANIKT, S, 3) 3
WRITE O Rnﬂ“)"
WRETE CTINIOTANDARD DEVIATION=" ) 5 FRINT (820K, 5. 4)
WRITL O lulﬂ");
WRTTOOP DRING OF VALUES USED=*) 3 PRINT (M, 2,00 s NEWL TN
ey
Ty

~32

COMMENT CalLCULATION OF MEAN VYoAlUE OF MODRMOIN
BLEGIN
AT a=0y _
GOLAGA Y MODRMOTIN, TWT , WT , MODRHOINMEANIRD, SM2IK]D, 53,54,
MAODRHOTNMIN AODRHOTNMAK WOUM, TFATL Yy
TWHT =0
TF TIPSl =0 THEN
BIGTH
WHITEC" D IMEAN VAL UF MODRHOIN=" )3
FRINT CMODRHMOINMEANIRY o 4,30 5
WRITEC"DHISTANDARD DIEV |uflU|t");PRINT(SME[K]_5"4);
WETTECYDHAND OF VALUES USED=") s PRINT OV, 2003
[Tty
oy

ni CULATION OF REAL AND IMAGINaRY FaRTS OF INFUT
FLICTION COEFFICIENT 3

JQLhJ p OO Y MEANTRD) 5

SNERT e SIMOPHYHMEANDRT ) 3

REHOTNDRT o= MODRHOINMEANCRI » COLRG

THRMOTNIRT g= MODRHOINMEANTRKI * SRTRDS

COMMEHT {
ke

rﬂ~

LS

..... COMMENT  CALCULATION OF T FARGMETERS;
T AR 0N T/ LAMDALKD g
Rip=RETARLGL2 + LCO2) s
By s B TAXCLSLD ~ LCO2) 3
Slae ALFHESTRIRLELE + ALPHACTRI*LCOZ 5
A2 E=ALFHASIR I%LELE -~ ALFHACCKIALCOZ 3 o
211:wﬁ08(31);Bl::nsxm<mi>;Blﬁ:mCOS(BQ)cB14==SINxB3>:

al4d



COMMEMT CALCULATION OF T11ig
Al a=UL*EXP (Al o s
B2 s =UZREXF(AZ) 3
MULTIPLYCTL, T2,RE11L, IMS L1, B CJEBL2)
MULTIFL f(Tq,Ta: ¢S 3»..,JM£)L:’..I:JQ,L].4')
RTLULa=@&MisTL + HHM2RTS
IMTLL 2=t LeT2 + AMIaT4

23 g5

u
v

"
w

COMMIENT CALCULATION OF T1i2:
AL s =12 P (ALY
AR UL REUT (AR
MULTIPLY CTL, T2, RELL IMSLL, BLdl, Bi2)s
%ULTTW T3 . T4, RE1L2 TM“J?,ﬂluvHi4):
E nuinrt OAMERTSE
lMTlﬁa AMLET2 4 HM2eT4

n
2

n
»

COMMITNT Cal.CUOLATION OF 1215
Bildus= - BIWNEL)y Bldn=s ~STR(R2)Y
AL e sl R -2
TR IR NS T B G I
MULTIM. Y OTL, T2, R3:1 MOZL BRI, B14)
MULTIPLY (TS, T4, RE22 uh"if.;"ﬂ.ful’.LJ..,H].:’.):,‘
RT24 a=aAMleTL + AM ..’.‘\ T3 3
THT2L s=0MLeTE + AM2#%T4 4

COMMERT CAlLULATION OF T22
ETH NI RIS S0 SRR G I
IR R S A ARR SR DI
MULTIFLY CTL, f?,Hyhn,lHu~L B!;.Bl%)
AULTTRLY CTS, T4, REZ2Z, THME22,B1L1 BLE
RS2 el e TL v AMENTI 3

THTZ22s=8M1%T2 4+ AMExT4

SELCCTOUTFUT 2 )y

RO FRODIMTHARY PRINTING OF 7 PARAMETERDS:
WRITEC*INIT PAERAMITTIRG IVALUATED AREINI"
WRITEC"TLL " 3 PRINTORTLL S, 3 gWRITEC" ")y
PRINI(JHYI! GedyaWRITECY JENI" )y
WRTTEC"TLE %")vlhlﬂT\hTiMUSuE);URITE(“ ")
PR]N‘(,MTK"95¢3)3URITE(" A R
WRITEC"TZ2L ﬁ“)3PRINT(RT21,5u3);NRITE(" )y
PRINTCIMT2L, 9.5 gWRITEC" JONT" )y
WRTTE O T22 m“) FhL‘T(hTMM,Jn)' WRITEC ")y
%thkaHTﬁﬁuth}"Hh}Tl(" SENTT Y

COMMENT CALCULATION OF LOAD REF COEFF;

MULTIELY (T, T2 RRHOINOR T, TMRHOINCR T RTLL, THTL L) 3
AUNCTZ T4, T, T2 RTL2, IMTLL) ¢ . )
HULil!Ln(T1FT?URRHUTNEH]vIHRHOINEKI RT21. 1472103

GODCTS, T, TL, TR, RTIE, IMT22) 3 o
HEUTTE CRRODL KTy TMRHOLEKT o T3 T4, TS Té) 5

MOTIRHOL KT 5 =SART C (RIADLEKIAZ) ¢ CIMRHOLERIAZ2) )3
EHYRHOLEKT 5=180/0T % ARCTAN(IMRHOLIKI/RRHOLLRD) »

ails



COMMENT  CALCULATION OF CAVITY INFUT AND Lo ;
CALCULATION OF CAV! ALl IMFEDANCE ;
= (

1
r 1 - RRHOINOKD) /507y

1 5=-THRHOTINEK]/ 503

DIVIDE CRZINCKD, INZINCKD, X, TMRHOINEK T, Y, Y1) 5
MO THEK T g ﬂuﬂhl((izlﬂril'"" + CIMZINCKIAZ)Y ) g
FHYZINCK T =180/FT % ARCTANCIMZINDKI/RZINEKT) ;

Kaewl 4 REHOLIKD
Vam (] uumuzr,;>/*r-

Ylom ~THRHOL DK /70

DTVIDE (RZLEKT, th/.i1£ Yo TMRHOLEKT, Y, Y1)
AODZLEK T 2@ GORT CCRZLORTAS) CTMZLERIAZ) ) g
FHYZLER T 2=180/FT % ARCTANCERZLIRT/RILIKT) &

SELECTOUTFUT(Z ) 5
I
WRITE C*LONIFINGL TARLE OF OATAINTI" ) g

WRITE O OHIGALS TLOW-RATE =" s PRINT(FLOWETLI . S,.0)

WRITEC! .. }Lh MINDNI D s WRITEC THIS FLOW-RATE 18 NOC" )y
PRINTOFL 2, 00 s WRITEC 20O ) g PRINTCT, 2,00 3 '
WRITEC"XPLOW-RATE READINGSIHTI Y g | |

WRITE CPVALUE OF RPP UESET=" )y

FRIMT R, S, 3 g WRTTECY  CHS, ")y

RTTECT ST O RPPa 3 g PRINTGRFPSD, 4, 5 s WRTTE (Y CMSENT oy

WRITE CPORIMICROWAVE POWER W)y, Lt FREQ DTS LENGTHERT®)
WRLTE " F REF , NET-T /0 R GHE CHOINTI )
BEGIR
FOR Ka=0 STERP L UNTIL J D0
BEGTN
WL TN
ih¢uT'§HNVRINFK I R ihTMl'l“wll JUTORI Sy
PRINTONETINPUTFYORERKT , 4, ) ,ldla] T "2 3i“FQW'IiT' LAarDALKT, 4.2 3
WILETE O Y s PRINT CUFRE J Nl A 3yl ITECY e PRINTOLENDRT 5.
g

iy

TOREFLECTION  COEFF")

-

WRTTE O TENIANET MUWAVE CavITr LN
WRTTE " LAl IMPETANCE TNI" I

WRITEC" T/7F PWROW MOT S FHY ol
WRTTE C"REAL TeaGUNTI" oy

L N
o

BEGIN

FOR Ko=i STEP § UNTIL J R4

BEGIN .

PRI r4 TONETINPUTFRREKT 4, LY s WRITEC! "
FRT Tknﬂ]ﬂrﬂﬂllﬂnl|n!lhl, %.>'u:|\ PNTCOHRIRTE, )
PikNTiIHfHFANIhlUJu,},

CINTCG2ERT WS40y o
}NT(h’LLhJ,J,J);NRITE(" Py PRENT CIMZLER D 0,305
ITEC® JONTI" )3
g

NIty

&
l K]

f
F
g
F
W
£
k.

ENTg

ale



COMMENT

[ENTE g

COMMENT

oLy

CALCULATION OF ATTENUATION VALUES(FART 3)
EVALUATION OF MEAN VALUES OF ALFHAC AND

aUMn"ﬂ "H(‘uLH I ! RS anl l tiﬁL Hl 1703
SUMALFHASBLFLD o= SUMALFHASEE i/J“

CalLCULATION OF ﬁTTENUﬁTION VELUES (FaRT 4y

EVALUATION OF MEAM VALUE OF aLFHAC AN
ALFHAS OVER ALL T READINGS
BEGTH
FOR FL os=1 STEF 1 UNTIL T 00
BEGTH
ACCALFHAL 5w ACCALFHAC + SUMALFHACTFL:
ufrHL‘HHJ s ACCALTHAS ¢ SUMALFMALIFLT .
T g
ENT g
ACDALEHAL &= hPCthHﬁF/T
ACCALFHAS o= ACCALIMHAG/T

WRITEC"CONITARLE OF PHYSTOAL PARAMETERSI2NI" )y

WRITE ("SI
WRITEC?
WRITEC"O.

WERTTE ¢ LE

WRITL T

WRITEC"AT

PARATION OF SLAE LIHE PLATES=") 5 PRINT (SL1
CHMEEND " Yy

[ :g;.\):'_.

0 OF SLa@-LINE THNER" ,,lhTNT(Jik,J,u) WRITEC"  LCMEINI" )
NETH OF SLAB-LTNE TNNER=")y IIVT’I‘ ”UQ,S)UNHI.L(" CHASTNT™)
WRITEC"CHARACTERISTIC TMPEDARCE O? DLAT L TNE=") g PFRIN

OHMSEMI" 5y

TENUATION TN SLAB-LINE(MEAN 07 ALL READINGS)=")y

FRINTCACCALTHAS w4, 4 pWRITECY DB PER CHONIY )Y

WRITE CPUNILENGTH OF CAVITY SPACER=") pPRINTSPACER, 4,

WRTTE ¢

CHETHI ) g

IT(Z8, 4,103

ED I

WRITEC*COUFLING GAP=") g PRINTICGAF, 3, 3 s WRITEC"  CHMSENTY ) g

WRTTECINTL LT OF CO&KTAL LTME QUTER=" g PRINTCCOL, 4,3
0 OF COeTal LINE INNER=") PRINTOCOZ, 4,3 pWRITEZCY  COMBENG")§
NOETH OF DOSKTAL LINE IHNEHﬁ“ESPRINT(Lf”.,W}:)jwh'Jm( RTR
WRITE C'CRICHARACTERISTIC THPEGANCE OF COAXTAL LINE="13PRIGTCIC, 5,105

RITEC"D.,

WRITODO"LE

WRITEC!

WRITEC ATTENUATION TH COAXTAL LINDC

FRINT (ACC

HEAGINT " I

i
ALPHAC, 4, 4 gWRITE (Y D@ PER CHDNDY >y

write("Colplasma gos=") 3 WRITEGAD)

WRITZ "V
WRITE(VIE

JRe

Ma TUBRE Tals" g PRINTCIDTURE, 3,20 jWRITE

CWING FOSTTION IS "y
WHOGY

al7

Ay s WRTTECY  CHGTNTG

MEen OF Al READINGG)=");

WRITE (" CNIFLAGHA TURE U"Wm“)uFFTNT(DUTUI” *u:‘u%RJTE<“ AMBLMIT) 3

WRITE C"FLAS

MMGENT )



WRITE (*C2NISEATTERING FARAMETERS FOR CAYITY ARELNI®).
WRITEC SLL = 522 =) pPRINTCRELL,4,2) T
URITE (" G12 0w GRL =) gRRINT(RGLZ, 4.0
WRITE C*E2NIU VALUES FOR CAYITY COAXTAL FECD/S0 OHA JUSCTION ARED®) .
WRITEC" UL =) gPRINT (UL, 4,2) . o
RITE (v . U2 =) g BFRINT (U2, 4, 0)

WRITE ("CENITODATS DATE I6 *)y

WRTTE (VDATE) jWRITIC L IE WHON DATA FROCESSID )
WRITE C'CHIEXFERTMENTAL DATA ACQUIRED ON  * 3,
WRITE CEXPTDATD) ;

GELECTOUTFUT (I

WRITEC"DLOND FEHAL RESULTS TARLES T FARGMETERS AN & ToaRLE OF
FHYSTOOL PaRAMETERS  ARE PRINTED ON DATAFTLE
NEMZD M?0ETALOUTENT 3y

CLOSETTLE )
CLOSEFTLECL)
CLOSETLICA ) 5
D

als
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GEGTH

COMMENT DOREMME

LOTRAL

Cal.CU

P
f‘: i 1‘Jl~£:||

RIAL TEMP

o, | S P L e .
3 Ll .'L 9 [.I 1...’. ] l""l .i. » l“"‘l :,’.{ [ I.:

THTEGIR T.Jdai, .oy

et Da i 300,800
AOHGHIT DL o 300, MO
GYSTEMMFL L3707,
INTOL 30T, TNTTO
ITNTHAAD L300,
WEVTLDHETHE L0
STHETWTL L300, U
FTRIMI L e300,

B
ey

Al

STRING EXPTDATE, CallaTi,

TEHW”TfJU“TVW““)z
OFEHFTLECL, "ROND L DAT " 3y
.M.UTZJ ”U“I""'
Ul]Htl SO "!,z
NP (W,'NZI

Ulfﬂ‘l RSV 'lUxH
auT™u

T IET " g

faTe o

=1

T(f
ILE
T

!IIII ) :;
Mwlﬁln
Yy

gy poee

O
OuUTrLr “TT

WRITE T CENITHIL PROGTAR

LRToOMGITY
TTODGY S DT

WIRT T e

COAMTHT RITATING

ST EHUT OO0 b

FOR Je=1 STER L
BUGTR
RESTHOL AT
Ml

FOR Jasd
LGOI
RESTOEPST

Ry
RICADOTIHM ) g

Flos

i

LONET

FOR el STER A
BEGIN
FEADCHONOMFLIT ) 4
il

O~ (

ey l SN om
L bow

=1L 1P109% 1
01

Gl
Cla=0.

't“‘\"..
‘:\J;

DaTaElHd b g

ar SveTin LAl

LATES

LOGE T

L, FPURLGUR, FL

L300, L

LJUOJu&FI
DEHFTOLD L

S207,
ST HGT

TR

LG
WL

TR s
Z07, TH

IVIHH“"“L(l
FUHERGY D 501

TYPE, TURE , VIEWEQL

guT™ Yy

M EMVALUATES

§ on

P WRITEAVTATE) o

YERET IO

)

UNTTL T 10

HOLTE

RS

Yo

).

AT CMONOMFTOLL Y

a20

1

FOR

RMUIEI

2307,
Lo,

thu,wt..do,,(uluazuho‘ G T M
SO0, TRERE
CTU LS 300, THERT L 8

TSR

UaToe s

A5

L

F

ECTED

Ao

N
R

SO HTRLL T

“nddn

Ulé

QOF

P e et M
i !’\, L O i

et
l.l BT
?

RO

YOTENMMFTOLLL 2303,

P ECTRAL



COMMENT CALCULATION OF BLACK 8B0OD OAND GREY RO OY COEFMICIENTA. -
PEGTHN

FOR Ja=1 STEF 1 UNTIL I 10

BEGIN

Al =TEMPERLAMIAT

PR

Gt e ey

i/“ 3 "

R T S 1 ‘;

Bla= luﬂﬂui N S LA R I

Tl r:*<z), '
BOLD T a=Cl LOAMCTY /7 CAR%RL Y
BUJDas BOCJT » EPSTLONDID:

CORMENT CALCULATION OF GREY RBODY COEFF MULTIFLYTNG FalTOR. g
BLGTM

FOR Je=0 GTERF 1 UNTIL T 100

i

PR S e=Tl 050 B0

RN
EARILE:

COMMERNT CALCULATION OF DVERALL SYSTEM MULTIFLYING FACTOR INCLUDTING.
THE DFTECT OF GRIEY BOLDY RADTATION ANl MONOCHRDHATOR.
RESFONSE WHICH TNCLUDES THE EFFEZCT OF THE OY4a AND SHORED.
GLASEG FILTERS USET TN BOTH CAHLTURATION anl LTWE SOANG .

BTN
FOR Je=d STEF 1 UNTIL T 00
NI

& )
SYSTEMHF I s =MONOMF LT/ MF DD
llJirnUHUuleil [N

l SHEFRLD I
b "l‘ SYSTEMMIFL 0

CLUS T w
FLUBE T e = F
! f

400
CLUST T ;

L)
)
15

A
L
FOENUST 08 = MONOMF TG -0 {J‘tl TOLT D
AITMNUSTD D ~AU4USLM",&XL. ;
MINUSE IS e=0YSTEMMF D0 -1T P‘i!’ R

SYSTEMMITOL D J T e = (CLUDTITe M IS T T 7

FNTY
R

GELED
WRITE
WRTTE ("11L)11(JC HEROMATOR ROSPONGE CHECKED Wi
WRITE CFTLAMENT TEMPERATURE TG Y S PRINT CTEMP LG, 005
WRITOO DEG RKELVINDNIT >y
WRITECYINT  Ladiom CNED
MERELNT" 2 g

TOUTFUT(2) 5 R
CPLONTTUNGETEN EHISSTON LAMF DATA TEBLUDNID o
OM " MR COALDATE Y s WL 8

1) EMIOS &

ALY

a’ll



REGTH
FOR Je=1 STEF 1 UNTIL T @0
BEGTN
NEWL TNE 5
FRINTCLAMDALID, 6,30 sURITECS )y
PRINT(BOCJT, 7, 00 s WRTTE (0 "y
FhTNT(TP“[LBHLJ;,},w) WRITE (" "y
FRIHTCEDJT, 6,00 s WRITE (0 "
PRINT (MFRCIT, 5,30 '
CHD

[T

WRITEC"DANIGYOTEM CAlLIBRATION MULTIFLYING FACTOR THRLEINI®)Y @
WRTTE (IR LAMDE (M) SYSTEM HMiE T RENET .
kbl i TOLEREHNCEINIY Y
FORC Je=91 STEP 4 UNTIL I 00
BEGIN
P WL T
FRINTGLAMDATT, 6.3 s WRITE (o "
PRIHT(%T]""&H!1UJVU,J},URITK(“ DI
PRINTCOYOTERMFTOLLIT .S, 3
MU
Iy

WRTTECTDE2NTE ALL HULTIFLYING FaCTORS HAVE BEFN EVALUATED USING THE
SOSL 2130 LITND &G & RIOFUREHCIIINT )
WRTTEC" DARNTFINGL TaBLES OF LHNFUTYN VaLUEZGENT" )

COMMENT READING OF FUNDAMDHTAL DATA O ARGON AND HYDROGUN SFOCITG.
SELECTIMPUT (5
SELECTOUTIUT (37 5
REATICL Y g

BEGTH
TF el THEN
RO TR
WRITE O D2MIPROORAMAE RUNNING O L=TINI" )y
RN

| ]

TGN
GETTE CEANGL MOES NOT DQUAL T ,0UCGEST YOU ABORTIND® )
CHI g

Ty
JURN

BEGTN
FOR Jr=1 STEP 1 UNTIL L 10
ll..‘ll.\!
h‘nﬂkwhvrlrroHII])gREﬁD(TRMNPHOBEJﬁ)s
READCTRIFEEIRRE D s READCSTATET LD 3
REATCUPPENERGY IS
Dy

NI g

COMMENT READING OF EXFERIMENTAL DATA ANI CALCULATION UF INTENSITY.
OF SPECTRAL LINGG WITH ERRORS.:

SELECTINFUT (4D 3
REATIOND 3

az22



SELECTOUTFUT 2y .
WRITE C"NUMBER OF

BEGIN
FOR Fa=1
RBEGIN

PO

FEATCTUR
RESDCFL)
READCHSUR

REATHOUTE

REAT(FWR
REATICR D
REAT T

GELICTOUTEUT S

BEGTH

[Ty

BEGIN

AR

EAFERIMENTAL RUNS

AMGLYOSED -

STEF L UNTIL N 10

TOATE ) 5
R

»

3
WG5S
)3

—
[ I

IFOR e T THEN

BB

WRITE C° DoRaPROGRANME
R

ELGE

BEGTN
WERTTE (YL 2N T

AR ORT

DOES NOGT

NI

NV

oy

FOR Ju=1
BEGTH

STER L UNTIL D0

Y SPRINT(N, D00,

o RUMNING OR , T = KIONI®)

R, BUGHEDST yOU

READCINTEIDY g READCINTERREJID s READCOETINT.IDY 5

GAOTNMT T s =2/05TN000

THTERRLESTa=TNTERRIIIZ1L00:
TNTERRLI T s = TNTERRESIwTNTL T s
FLUSTId e TNTERRTJIHINTL O
MIMUSEI e = TNTEJD - THNTERRT T

THNTMAKE ST e =GaTNMF LI Uo T d s (OYOTENRF LAy

SYOTEMMFTOLLDJD )

TNTHING ST =0aTNMF LI Tsr INUG LS De Gy STEMAF LY I

SYSTEMAFTOLLJID )y

ITNTEJ T s =CATNMEL IR INTLI3eSY ETERNT LIS

PLUGEJ]:ﬂINTMFXEJ]wINTEJ]i
MINUSEJT e=INTOD - INTMINLD S

INTERRLJT = (PLUSEJI+MINUST I /20

BNy

az23
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COMMENT CALCULATION OF FIMNAL FIGURES Th TIMi
CaLCuLATIC (ES Ih BOLTIZMANN.
BEGTN

FOR Jr=1 STEF 1 UNTIL L 10O

rroTN

LT a= CINTEJ I WAVELEMGTHE J3%10) / (TRANFROE: 5
CETATWTLJD) 5
YTJ s =LN YD J g

PLUGEJJnﬁTRANPROBFJﬂwaﬁFKBFRRVJ]/loois
MINUGTIT = TREMPROBL I -PLUST U g
PLUS[J]:%TRQNPHDBEJJrILU"LJH

AL s = CENTHAK D I n WAVELENGTHE U1kl 0) /
o (MINUSTIISTATUWTEID) &
THIND I e = CIHNTHIND S I WAVELENGTHE U910 /

. FLUSTIIRSTATUT S ) 5

THAAL T a=LHYMAXDAD) g
YHINDIT o=l NCYRIND D)

ERdy
RN

SELECTOUTRUTC2)

HHITE(”EZR]F/FVRTNFNT OF ") WRITEEXFTOATE)

WRITODOPDRADTOCHARGE TURBL UIAMITIR = ") WRITE(TURE) §

WRITEC" md ITT/00 RMMPEN]“);

WRITE C"ARGON FLOWRSTE = "y g RINTOL 510

WRITEC"  MLAWININIT" )

WRITEC"SAaRFLE liﬂ}hh.i o Py PRINT (SR, E, 205

WRTTEC" il ZMIHDNTY )Y

WRITECOPECTROMETER VIFWING POSTITION = ") WRITDOVIERROD)

WRITE " WRT CAVITY TOF PLATEDNI® by

U”TTF(“NET MICROWAVE THRPUT POWER = ")yPRINTORMWR, G105

WITZO" WATTE ) g

H.mTLi“LH]HUNHER OF SPECTRAL LINES SCANNED Walh "3

PRINTL 20003

WRITEC*INIINTENSITIES a5 6 FUNCTION OF ") gWRITECTYRED 5

WRITE O L 2NIWAVETLENGTH ONM)D INT AN E2C0mnA-1)
LNUTEA0/) Mix A PINEMT" Y G

FOR Jr=1 STEP L UNTIL T 0O
EEGIN
NEWLIMD
FRINT (WAVELENGTHLJD, 6,30
FRINTCINTOLT, 6020 s WRITES
'FhINT([NTlthJI‘M,k) WRITE
rklNT(UF*uNFhO\[ll 8,20 WRI
FRINT(YEJJ 4,2 s WRITES "y

FRINT CYHAK !JJUVV.)

FRINT CYMING S D0 4,205
ENT

Ml
Crlig

ala



WRITECP CoHNITODAYS
CLOGENILICL)
CLOSEFTLECD) 3
CLOSEITLE (A) g
CLOCEFTLE(S) ;

CNI g BN DN

ODATE IO

"ISWRITECVDATE) ;

a25
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CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
FROGRAM: Convolution

This program is based on DATAFROC.FOR
FROCESS the Hydrogen Beta spectral
C.R.Vidal, J.Cooper and E.W.Smith, The Bt i

Supplement Series No 214, 25:37-136 (1971 @ Forcal Journal

X and is usad to FULLY
line data tabulated hy =~

It uses "FLYNNN" (convert log to 1in data every 0.01 wvm)

Eull proug@ainq now dncludes convolution of the theoretical
Stark pto+1leﬁ firstly with a Dopoler crofile (given Gas Temp).
th&?'thlﬁ corrected profile is convoluted with the Instrument
profile, assumed to be of Lorentzian form.

2L/710/78%, PRLL Burke.

Modified = 23/10/8% Variouwus mods to get program working.
R 24710785 How re-arrange data in ﬁoppnat(I) and Insthat (D)
0% Tedquired.
28710785 Mow output to FinalDat(I) in correct form.

" &/71/78%5 Chonge I3 Lo T4 in "%046 Format line” and
increase array size of Finalllat and ResultDat

to 2000 hecause of overflow problem at run time.
/L7786 Continuing problems with "arraly overflows".
Increase size of arrays to cope plus other mods.
1671736 Small wodifications,
i) Obtain correct total vnumber of points in
datafile "Final.dat®.
i1) Increase zize of search for NoFts in final
output profile to 2000.
2673786 Coan dntat MEASURED instrument profile as desirved.

CCCCCCCCCCCOCCCLCCCCCeCCCCCCCCCCCCcoiiccctiiocccocococtcccococococcicccecoceccee

G
G

"
G
G
o

(-'
C

C
C

DESCRIFTION OF ARRAYS:

AiRREY X = UALUES OF DELTA ALPHA FROM TABULATED DATA

ARKRAY Y woVALUES OF SCALFHA)D e e

ARRAY  STARKTAT = UALUES OF SOLAMDOBA)Y FOR LAMDRA AT 0.01 NM INTERVALS

DESCRIPTION OF VARIABLES:
i = NAME OF SOURCE FILE FROM WHICH THEDRETICAL PROFILE
LaTa 25 READ
B = NAME OF DESTIHNATION FILE TO WHICH COHVERTED DATA WILL
BEZOWRITTEN
FO = MOLTZMARK FOTENTIAL. "CONVERSION FACTOR", DELTA ALFHA TO
DELTA LAMDGRA
N = ELECTRON DENGITY CINFO ONLY AT THIS STAGE)
TE s DLECTRON TEMFERATURE  (eeeem e o e )
MUMX = MAX NUMBER OF POINTS IN ARRAYS X AND f ‘ » o
NEOLY s PUMBRER OF NEAREST KNOWN FOINTS USED Id 1NT;RF9EATION (D)
KKK X COORDINATE, IN NM FOR WHICH STARKDAT(X) 16 REQUIRCD
FOLLYN = RESULT VARTABLE

E

6ECCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC

batch, sequentially reading Stark data

Intend Lo run program on <
Intend Lo 1 procg L.5000K]

from files copied into the default directory from eq,
then deleted.

a2’
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nceCcceccorccccoccccccccoecoccecceeoececeenee

All these operations will he carried oy

by the I F1l
Therefore all references o @ ICL fale.

to Interactive Use removed.

CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC

REAL®4 Starklat (30007 ,Topplat (1000) s Temnliat (30 Res itk
REAL%4 Finalﬁat(ZOOO),Inatﬂut(lOOO)"NORHUAE(Pi333ga‘diLtnlt(QOOO)
CHARACTER A%12 , Bx12 ' T
REAL FO, MNE, Lamda, Llomda, Sigma, LOigma, DeltaSig, Deltalam
REAL  Tgasz, Increment, InstWidth, taiama ' '
INTEGER TE, MAXFTS, NORMX, NolpFis, NoSkFts, NoInFis, NoFts
INTEGER HMass !
COMMON/F 45/ %(100), Y(100), NUMX, NFOLY, FOLYN, XxX
DATA LUNL, LUNZ JLUNZ LU/ L, 2,3, 4/

Initialise all data arroys.

o & J=1, L0060
Popoliat (J3=0.,0
ITnstlat (Jr=0.0

iy s J=1,3000
Temolot (J)=0.0
Resulthat i ))y=0,0
Fdvallat ¢dr=0.,0
STARRKDAT (L) =00

Lo 10 J=1,100
XYy = 0.0
YOy = 0.0

Doen the doto F1lc containing the regquired fundamental dota

on Gas Temw, Instroament Half-widhth, eto.
OFENCLUMZ , STATUS =Y OLD"  FTLE="Fund . Ihat "3

BEGTH OF CHLCULATE DOP&LIR PROFTLD.
REATCLANG %) (Lamdo, ITncremsnt, Mass, Toaas)

Coloulabe wavenumber eguivalent of Lowmda in cm-1.
Soomar CLO¥RT7 ) lamda

Coleuwlate Holf-widith of Dopoler orofile in om-1l avid nm.
el hafig=7. 145 LamanSORT (Tgus MMass )/ (L00E")
eltalam=-(Deltalio®l0%e7 ) /Sigmare]

E . N dd " B Y S o o ey .
Tnit Vars and caleulate profile until “cut-off? point reached

Uopnliat (1 =1 . 000

Loicamdaslamda

NS ) ‘

A0 WHTLE (Doppiat{ld 1) .6T. 0,001} LaND. (J .LE. 1000))
Chamdacl LomdarIncremant
LOtomns CLO®x=T) Zllamda o
TSiQmum((LSiqmuwﬁiqmu)**2)/(D§1tablqﬂ%g;
Dmppﬁmt(d)*EXP(wﬁﬁﬁLUG(Q.O)%Tblqma)
Ja

TN 10

NPt a1

az2s



Y
L3

{3

4 '7)

”
)

56

"

N3

£

™
L

Dutiut of Dopvwisr dota for check L )
OFEMILUNMZ,STATUS =" NEW? FILE“'1nki:§Aéia;€ ETOlll Only).
WRITE(LURT LS50
WRITECLUNE,S52) (Taas, Deltalam)
ur1rr(lun,,90m) fHollufPts, Incrament)
RITECLUNE,958) (Downpllat(d), J= 1, NolnFis)
FORMAT( o/ o/ " DOFPLITR FRDFTIE IjmT,I y
FORMATOY Gas Tomp = ¥ F7.1,% K

¥

vearrangs data in DopeDat(I) using Temolat (I)
DO e T o= 1, NolwPis ' '
Temehat (T = Dopplat (NolinP s+ -1)

ariray.

How tevert to arroy Dopelat Iy,
Lo 5% 1 = 1, WNoDoPbs
Dowolab (T = Tomplat (1)

gL e SR O I AR R e o P -
Fold® doato avournd the point, MoDoPis and add a mirror imaqe of
profille doto into array.,

) 60 1 = 1, MoluPltsod
Dovelat CO2%MolloP s ) -1 = Vopnlat(l)

LG DMLY
RTITECLUNG 25

8) (Dowelotd)d), Jd=1, 2xNoloFts-1)
te-dndtinlise USBED elements of Temoplat(l) to zero.
3 a4 J=1, MoliuPts

Teemnlol () =00

Mow hove o Full Tovoler profile readu to convoliute with the
Gtark orofile.

ENDCOF CAHLCULATE DOPPLER PROFILE.

BEGTH OF Cal.CULATE INSTRUMENT  PROFILE.
READCLUNZ % Tostididth

NowW reard value of "HoInfist from File FUNDLDAT to decide which
insbeoument profile Lo uss.

READCLUMR, %) MoTnFts

T OMNMolnPue im werg bhen calcuiate Lorentzion as vreviouslu done.
PLGE MoTnFts is actual number of points in measured instrament
nrofile TO RE USED.

TF (NoInits N G) THEN
READOLUNZ %) C Instlat () oJd = 1, Noninfts )

FLLGE .
Convert Holf-width of profilc to wavenumbers 0 crd .
D@ltuSiqw(InstUidth*lO**?)/Lumda*ﬁZ
Init Vars and calcoculate vrofile until Tcout-off? noint veachet.

Tustlat (1)L G008

Lo toameio

N

az29

o Dopnler 1/2 width = TLF7.307 ame
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L0 WHTLE ((Inetlat (-1 0T, 0.001) .anl
LLumdn=llamda+Incremnent .
|qiqm“m‘10%%7)/LLqmdn
Instlat( ml/(1+(2%(SiqumLSiumﬂ)/DEIthiq)**ﬁ)
NENE : 15ic -

END 10

MoInPtes=J-1

(J .LE. 1000))

Butput of Toastrument data for checking (Half Pr 1] 1
; sheok ing i ofile On; "
W T TE CLURTZ, 700 L e b

WERITECLUNG .72 (Lomdn, TnstWidiho
WRITECGLUMZ 7060 (HoInfPhbs, Increment)

WRITE CLUNS, 958) Cinsthat (), J=1, NoInFts)
FORMAT O/, /0" IMNEBTRURENT PROFTLT DATA®)
FORMATCY Woavelenobh = %, F7.3,% mm 1 1/2 width = PVETLE,T o amT)

Fearcangs dota o Instlat (D) using Temolat () array,
Do rFo T o= 1, NolnPts
Temalab (L) = Instlab(NolvPhs+l-T)

Mow revert o areoy Instlab(l).
oo 79 03 = L, HolnPis
h

TontDobt D) = Temolatdl)

r

TUodd” doto oavound Lhe poivt, NolnPts and add o wmirvor image
wroride data dnto arraiy.

OGO T = 1, NolnPts-1
Tnetlab CC2apalnPhs)-T0 = InstDat (1)

N

DERUG ONILY .
WRTTIECLUME, 258 (Instlatldr, Jd=1, ZxNolnPts-1)

_-)

Re-intbialise USED elements of Templat(I) to zero.
iy g4 JelyNolalPts
Tamolat (=00

Mow hove o full Instrument profile ready to convolute with the

Doooier corceckted Stark orofile.

El OF CALCULATE INSTRUMENT FROFTLE.

BEEGIN CONVERT THEQRITICAL OSTARK DaTda.

Thisn wart of vrogeam denls with conversion of anprocessed
Gtork data into Lineor data suitable for convolution.

QPEN(LUNiVSTﬁTUSw”OLD“yFILEu”atnrk"dat”)
Beosd it ounnrocessed Starck (literature) data (free Tormat).

REATICLURL %) (NE, TE, FO, NUMX, CCXCI),YCI)),T= 1, NUMX D)

: N e 1 inbermolation.
Use wxsTTUD#ex® nearest points for the volynomial internolation

HEOLY e O
Mo TE = 0

a3o



" Covvert "delta alpha® to *delta Tamdpa®

. p : : . in "am’.
" : Hoter "delbto lamdba" 13 still m

10qarithmicallq tabulated.
00 160 I=1,NUMX
106 KLy =X Iy %FOxG, 1

o Get clement in oreoy,
* T P A - " . -
C A N st For either "delta alvha® or "*delta lamdha®

CTARIETIAT (L5 =Y 1)

" ivdtializse looow countar .

Pivst wavelength interval Lo Increment (normally 0.01 nm)

2

? v remant

O WHILE (OOK WLT. MOHUMY)Y )Y LAND. (T JEL 100050
Cali, PLLYMRN

TﬁRHDﬁT(I)mPOLYH

J

Tl

X/\, Increment®y(I-1)
D 0
MAKP TS T 1

G Deteimine where the mawinum value of the nrofile stored in
I STARKDAT O ) occurs. Assign the relevant J valus o "NORMY
" avel Ll actual orofile value Lo *NORMVAL®.
N
DO WHTLE COSTAEREDATC)Y 0T, STARKDAT(I-1)) LAND. (J LE. 1000))
W ECI R TN

0
JORMK=J-1
SORMUGL=8TARRKIOAT CNORMEK

™
[
),
1"
A,
|

C Mormollse all values of STAREDAT(CI)Y to NORMVAL

00 200 J=L  MAXFTS
200 STERFEDAT O sOTARRTIAT (3 /NORMVAL

Detarmine cut-off point, "NolkPts"  after which data
[ viilues pecome 2 0002
Tal
DO WIHTLE ((Btarkdat (D) LGE. 0.02) LAND. (I JLE. 1500))
oDl ts el

T Tk

MDD
This loop SHOULD terminote when Starklat (NoSkPLs+1) iz < 0.02

——

& Output of Stark (intermediate) dota for checiking in
& Linenr FTorm.,
WL T OLUNME 2409
u!\fT‘ fLLh\_ P02 NE
CITECLUNG 704y TR
dﬁi\h\LUVoy“Oé) {(MoGlkFts, Increment)
WETTE CLUNS, 9568) (StarkDat (I), I=1,Nodkl"ts) N
243 FORMATC/ , /w7, STARK FROFILE DATA (LINFAR FORMY?)

-

(1) using TempbDat(l) array. .
is the cut-off value (not line

P 4

C fearrange data in Starklat
» co First element in Templat (DD
X conhre vadue) ebo, obc.

a3l



500

ol

N e

[
G

400

SRS

e e

900
GO0

00 200 1T = 1, MHoallkPis
Temolot (1) = Sturkﬁut(NoSths+1mI)

Mow revert to orray StarkDat (I,

o 230 T = 1, MNoSkPts
StorkDat D) o= Temuloat (1)

TFoid? doto around the point, NoSkPts and add

- Q1 MITTOr imaQe oOf
prolfile data into array StarkDat(I), '

0o 400 T = 1, NoSkPta-1
Ot u{‘i(lh;l QLS Jur;lx""\,ﬁ., 1) = St‘]rknllAl}( 1

DEBUG DMLY
WRITE LUNT, 758 (GtarkDat gy, JEly 2%NoSkFts-1)

s now have o correctly arcanged theoretical Stark wrofile ready
for tLhe firmt convolution.
CHD COMVERT THDORETICAL STARK DATAG.

BEGTN O CONVOLUTIONM. ..

The pvocens devised here may hopefully be explained by taking
Lhe First convolution as an examoels. In this the theoretical
Stark wrofile lz corrected for the effect of the racndom kinetic
motion of the emitting hwdrogen atoms (convolution with a Dopuler
profiled. This con be thought of as adding un the contributions
Lo the "observed” vwrofile from all the emitting H atoms, whara
goche obom nossess’s o differcot *Tonpler shift? From the unshiftad
i ik woavelengtbiv, The numbar of atoms possessing the zame
i prnﬁﬁed in the shaope of the Donnler profile itself which
Thereifore determines Lhe "welghting® of zach atom’s contribubtion to
Lhe obzerved profile.
tonvolution nrocess wmimics this by evaluating o *result profile
gach element of bthe profils is the summation of all the
from OME Storl srofile bhul centred on different
distances from the anshifted Iine centre wavelengtha.
e Lhed as Yocantreing’ a *foreoaround (Stork) nrofile? on

gt ordinate of o "hackground (Dopnlerd uwrofile”.

<

L'ihutim

For each point on the hockoround profile, ie
0o 406 1T = L, ZxdlololPts - 1

abe the contribution to the result profile from everu point

foreground orofile, 12

4ol NS Fhe - i

reen TR (I CT-10) = ResultDot(J+CT- A+ (StarkDat (D) *lopnlat (1))
CONTINUE

CERLG ONLY o g - e =D
WRTTE (LUND, 958) (Resultlnt(J), J=l, 2xNoSkPis + 2xNolnlts —2)

. . - o . . , N

Information. The mid voint of the array Resultbat gcguré ath1

(NOSEPS s 4+ NoDoFbs - 13 and the total number of points ian @
AW AN el RESS S Y
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array L twics bhis valuae,

Find position of maximum in array
N E= 0
O WHILE ((ResultDat <)) .0T. Resultlat(g-1) .

SNER) PO LAND. (JLLE.

to enabhle normalisation.

T D0
ol Val=Resa It ot (J-1)

[ERETVEIAS.

How do actual normaliszation.
0 650 J=1, 2%NoBSkPts + 2EpNolinfd sy -
Resulblot Clr=Resulthat (J) /FeakVal

8]

Output of Yoppler o
(half wrofile onlyd.
”NHQPP””+HUNVIL 1
WRITECLUMZ,700)
HhﬁTufklﬂ,,”OQ) M
WRTITOOLUNG 2064y TE
WRITECLUME 204 (J, Increment)
WRITEZOLUNT, 2380 (Resultlat(Iy, I=J, 2#J-1)
FORMATC/y /7y 7" DOFFLER CORRECTED STARK FROFILE DATA®)

orrected Stark wrofile data for checkinag,

D OF CORNVOLUTION. .. L

OF CONVOLUTION,

profile as the foregrouvd wrofile and the Instrument crofile as
bockaround profile.

Foroeach woint on the background vrofile, ie
oo Q00 T o= 1, 2#NoInPitz - 1

Evaluate the contbribution to the worofile from every point
o bhe foreoround orofile, i
0G0 730 4 = 1, 2xNoSkPts 4+ D¥polpPts - 2

Faivmliot I+ I-=10 = Finallaot ()T~ Y lResultlat ¢y eInsthat (1))
COWTINLIE

Tm?ormation" The mid point of the arvay Finallal occurs at
CRabkb + NoloFts + NolnPts - 20 and the total vnumber of coints
an Lhm unrng in twice this valoo.

Find position of maximum in areay, to enabls normalization.

['.:: ‘;:

0 WHITLE ((Fimallat:d) L6T. Finallot{J-1)) Janb. (J WLk 1500))
NN

EHIDY 00

Froak Vol =Finallat (J-17

Maw do actual normalisation.

0650 J=1, 2%NoSkFte + 2%NoluPts + ZxNolnPts - 4

FinalDabdy=inallat (J)/FeakVal
Outeat of Instruament and Doppler corrected Stark profile data,

ihall orofile only). ' o N el
Outout Lo TUO data files, one of which will he the actun

source File Tor EDFIT.WFOR

a3l

1500))
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JENoSkPLerNoDoP s +No TP Le -2

WRITE CLUNI,?00)

WRITECLUNG, 702 NE

WRITELUNG,704) TE

WRITE(LUNG,?06) (J, Increment)

WRITZ(LUNZ,958) (Finallat(I), I=J, 2xg-1)
OO0 FORMAT(/ Sy /T INSTRUMENT mNﬂ DOFFLER CORRECTER
P07 FORMAT (" E]-Lfron Density = ", £12.4, * CM-3v,
904 FURnhT(’ Electron Temuverature = 0 I4, » K7

STARK FROFILD [L.Ta")

v

906 FORMATC? Numper of points = ", 14,7 & Interval = ° F7.2,° am”,/)
PXit: FORMAT CA0CLOCF7 3,55 , /3, /) T "
C Open the file uszed to hold the Stark data for EDFIT.FOR
OFENCLUNA, GTATUS= Y NEW” , FILE="Final.Dias " )
™ Determine cut-off voint, *MoFits after which data
o wialues bhecome < 0,01, Vuil.C%amtlua from the line centre.
N
U WHILE ((Finallat(I) JGE. 0.01) .aND. (I LLEL. 2000))
Mo l;")": T
TeT4
I 10
e This loown SHOULD terminate when Finalliat (NoFtz+l) is < 0.01

WRITECLUNS ,264) (NoPts-Jel)
WRTTE HLUR: ,/UH (Finallat Iy, I=J, Nofts)
P FORMAGTC? ”vlq)

» 758 FORMAT CAOCLOCFT 3,7, "%) , /), /)
763 FORMAT (Y 7 010, 4)

" EHEE OF CONMVOLUTION,

” EHD OF PROGRAM .,

\f(IUN“)
BECLUNGD
JEECLAUINGD
UHC(LUNS)
lIl
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LCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC”CCCCCCC

™

.’

Fa
L

This program module contains the subroutine given in the p-
\ - . . - 5 3T T
by C.R.Vidal, J.Cooper and Euld.Smith, The Astrophysical Jé&te 1
[ o o ' RN

Supplement Serics Nog 214, 25:37-134 (1973).

Thi= ?ubroutmn& e used to interpolate hetween their tabula- -
data by evaluating a polynomial of dagree N--1 to pass thréf ﬁu
H MGeT selected points. Tt is essential for ﬂh@ cbﬁ“er-l"\lq‘
profile dota Ffrom reduced Stark paranetar “dﬁl£o ulghu? 33 o
netunl wavelenoths ot 0.01 am intervals ie %abla' cont i

nsufficient voints to do this, ’ o e

pnhm " L2/3/85.,
[ 1 0y v o " il Burke.
Modidled

-

O N

zz

26/?/85, Fhil Burke, *J°® prossihbly not
der}ned an exit from *J=NM1,NUM* do loouw
#0 loow revlaced with a "To Wiile® looyp.

YT

KR

2

68@CCCGCCCCCCCCCCCECCCﬁCCCCCCCCECCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC

DUEROQUT I PLLYNN

Foro the point AXK bo be internolated the NPOLY nearest known roints
are chosen and a polynomial of degree NFOLY-1 is fitted through

A nolnts . ‘
Xoand Y oove the arvoys which contoin the "deltn alpha™ and Stark
orofile ordinates respectivelu. RUMX 15 the total number of the
Lnown points on the curve.

intend Lo read in raw Stork doto scouentially and assian it Lo

3
199

sheleh:

L

S

P

EIR

L

E

e
H T3 ™

) dow FOLYN.

T3
1
-
i
-
fue
o

COMMONMAFA0, XOL00), Y106, NUMX, NFOLY., FOLYN, XXX

DOLYH s 0.0

Mros (NPOLY o+ 1) /2

il = Mo

U s NUMX 4 NML - NPFOLY

GHTLE 00 Wl Te NUFY LENDL (XXX W6T. XG0
BENES
T 10

Lo - NM
L= Lo+ NPOLY - 1
0G0 & o= il
TiERM =~ 1.0
JL1 0 I R AR W
IF (R LEG. M) GO T0
TERM = TERM % (XXX~ X))/ CXRY -~ XD
3 CONTIMNUL :
TERM = YORY % TERM
) FOLYN = POLYN + TERM
FETURN
o

b lde Y
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